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Abstract. Effective design of embedded computer systems requires considering information from multiple domains in a model-centered approach. Using a model-centered approach, the system designer defines and composes models representing multiple system perspectives throughout the design, implementation and testing process. Rosetta is a heterogeneous systems-level modeling language designed to support specification and analysis of complex, computer-based systems. Rosetta provides a model-centered specification capability that allows specifiers to define and combine system models. Users define models, called facets, and assemble those models to define components and systems using facet composition. Each facet model is written with reference to a domain that defines a vocabulary and semantics for the model definition. To model interaction between specifications from different domains, Rosetta provides an interaction definition mechanism based on institution theory. The Rosetta model-centered specification approach allows systems designers to specify many domains of interest from many perspectives and supports predictive design analysis at the systems-level.

1 Introduction

Systems Engineering is characterized by two important characteristics: (i) the integration of information from multiple, heterogeneous sources; and (ii) working at high levels of abstraction with incomplete information. Heterogeneous information integration must occur when building systems using components from various design domains and when modeling different aspects of the same component. Support for higher abstraction levels is increasingly important due to increases in system complexity and the high-level nature of systems level design. With the advent of complex embedded systems design, engineering of the even the smallest embedded systems becomes a systems engineering task.

Model-centered semantics and languages are necessary to support the design of computer-based embedded systems. Such languages allow the designer to concentrate equally on all heterogeneous aspects of the system being designed. Traditional systems design techniques rely largely on component-based models.
Specifically, designers center on a structural systems model that parallels its physical architecture and/or the architecture of the organization developing it. Components are identified and connected to define the new system with all component interactions occurring via defined connections. Concentrating solely on a structural model results in the designer potentially ignoring other important models.

As an example, consider the definition of an embedded system involving software processes executing on a CPU, communicating with a collection of peripheral devices. The software architecture defines a collection of software processes communicating with peripheral devices treating the CPU as a resource necessary for performing computation. The hardware architecture defines a collection of peripherals communicating over ports with a CPU. The EMI architecture treats each component as a power spectrum with communication occurring outside the boundaries of the defined interface. In one instance, the CPU is a resource while in another it is a part of the system architecture. In the software and hardware architectures interaction occurs via well-defined interfaces while in the EMI architecture interactions occur around the interface. Multiple perspectives produce multiple design facets that must be reconciled during the design process. Selecting and emphasizing one architecture necessarily makes heterogeneous specification and analysis difficult.

The model-centered approach supports defining, composing and projecting models to define and analyze systems. The designer specifies each system facet using appropriate design semantics and assembles those models to define complete systems and components. The hardware, software and EMI models exist simultaneously and together define several system views. The model-centered approach subsumes the component-centered approach by treating structural models as one specific system model. Furthermore, allowing different semantics for each system model supports representation of information in a manner suitable for that domain. The model-centered approach parallels that of human organizations. Each domain specialist maintains their own models written using domain specific semantics leaving the systems engineer to make tradeoff decisions and integrate information.

Rosetta is an emerging design language whose specific goal is supporting model-centered systems level design. Specifically, Rosetta provides semantic support for defining and combining models from multiple domains using multiple domain semantics. In addition, Rosetta provides support for modeling and analysis at levels of abstraction much higher than current computer-based systems design languages. Its semantics are formally defined and it is highly extensible to support adaptation to emerging systems domains.

2 Facets and Models

The Rosetta language and design methodology are based on defining and composing systems models. In Rosetta, facets are the basic unit of design definition. Each facet is a domain specific model of a component or system. To support
heterogeneity in designs, facets use different *domains* to provide vocabulary and semantics specific to a particular domain of interest. Facets are written to define various system aspects and are then assembled to provide complete models of components, component aggregations and systems. For example, an embedded system component may have requirements from functional, power, and packaging domains. Each model uses a different Rosetta domain to provide semantics for definition specific to that domain.

The definition of facets is achieved by: (i) directly defining model properties; (ii) composition previously defined facets; or (iii) projecting a facet into a new domain. Direct definition allows users to choose a specification domain and specify properties that must hold in that domain. Facet composition allows users to select several domain specific models and compose a system model that consists of elements from each facet domain. Finally, projection function allows the user to project a model from one domain into another. The abstract semantics of Rosetta is based upon this specification and combination of models representing information from various design domains.

The facet syntax used for direct definition is designed to be familiar to engineers with experience in existing hardware description languages. Figure 1 shows a specification of the functional aspects of Schmidt trigger. Although the specification is simple, it demonstrates many aspects of the facet specification concept.

```rosetta
facet trigger-req(x::in real, y::out bit) is
  s::bit;
begin continuous
  t1: s' if s=1 then if x >= 0.4 then 1 else 0 endif
    else if x =< 0.7 then 0 else 1 endif
  endif;
  t2: o@t+10ns = s;
end trigger-req;
```

*Fig. 1.* Rosetta specification of a Schmidt trigger.

As with traditional computer-based systems description techniques, the trigger specification opens by naming the model (*trigger-req*) and defining a parameter list. A local variable (*s*) is defined to describe the facet state and the begin keyword opens the specification body. Following the begin keyword a domain (*continuous*) for the specification is identified. Finally, two terms (*t1* and *t2*) are defined that describe the behavior of the trigger.

What makes the facet model different than traditional specifications is the identification of the domain. A primarily difficulty in addressing the systems-level design problem is combining information from multiple domains in a single design notation. The domain supports this by allowing each model to reference
a base set of concepts that support definition of information in one particular
design area. Thus, designers are not required to specify all aspects of their sys-
tems using a single semantic notation. In the trigger specification, the continuous
domain provides the concepts of time, instantaneous change, ordering and state.
Such concepts are important to continuous time modeling, but may not be im-
portant when modeling power consumption or area. Such models reference the
constraints domain for defining such information. Figure 2 shows a specification
of constraints associated with the Schmidt trigger from Figure 1.

facet trigger-perf is
  p :: power;
  h :: heat;
  a :: area;
begin constraint
  c1: p =< 10mW;
  c2: h =< 3mJ;
  c3: a =< 10nm;
end trigger-perf;

Fig. 2. Performance constraints for the Schmidt Trigger from Figure 1

The constraints domain provides the trigger specification with concepts of
power, heat dissipation, area and other non-functional design requirements. Un-
like the continuous domain, the constraints domain has no concept of state or
time as such concepts are not needed to describe performance information. How-
ever, the constraint domain does define units and quantities useful in specifying
performance issues and constraint information.

To define a device that satisfies multiple requirements sets, facet composition
operators are provided. The definition in Figure 3 uses facet conjunction to define
a new Schmidt trigger facet that combines both specification models and asserts
that both must hold simultaneously. The declaration defines a new facet called
trigger and then asserts that the new facet is the conjunction of the trigger
requirements and performance models. Effectively, if a trigger is examined, it
can be viewed from either a functional or requirements perspective.

trigger::facet is trigger-req and trigger-perf;

Fig. 3. A single Schmidt trigger defined from the requirements and constraints facets
from Figure 1 and Figure 2

The Rosetta approach, i.e. defining and combining models, is important as
it reflects how systems engineers currently address their problems. The syntax
makes the semantics approachable, however the real contribution of Rosetta is the semantics of designing and composing of component models. Through the use of domains, users are provided with design vocabulary specific to their domain of expertise rather than forcing the domain expert to work in a language that is too general or otherwise unsuitable for their needs.

The semantics of facet composition and projection are based on mathematical category theory concepts. Formally, the Rosetta facet conjunction operation is a co-product of the participating domains. The corresponding projection operations that extract information with respect to a specific domain define a product on the original domains. The specifics of the co-product and product operations are defined by the Rosetta interaction construct.

3 Systems and Components

Heterogeneity in systems design not only emerges when defining multiple facets of the same system, but also when describing systems structurally by combining components. VHDL provides a structural definition capability that is mimicked in the Rosetta semantics using a concept called re-labeling. When one facet is included in another, an instance of that facet is created by re-labeling or renaming the facet. Facet parameters are used as ports and channel data types used to model communication between components. Figure 4 shows a simple specification that combines several components to form a transmitter definition. In this example, systems level components are included and combined in an abstract specification. Specifically, an analog to digital converter, modulator and amplifier are used in series to produce a signal suitable for output to an antenna. Both a functional model and power consumption model are shown. When composed, the two facets define a systems level transmitter with a mechanism for calculating power consumption from constituent components. Further, the semantics of facet inclusion maps each power constraint facet to its associated functional facet. This allows power constraints to be automatically mapped to corresponding functional constraints.

Like single components, Rosetta systems may include component models from multiple design domains. Thus, Rosetta provides a mechanism for defining and understanding systems comprised of components from analog, digital, mechanical and optical domains in the same semantic framework. Furthermore, users may define new specification domains to extend Rosetta to address new domains and new modeling techniques for existing domains. Such a capability is extremely important for the future of any potential systems design language.

In addition to the basic facet model, Rosetta also provides a component model where designers may include usage assumptions and analysis requirements. The component model is simply a composition of facets describing each of these system aspects. Associated with each usage assumption and analysis requirement is a justification structure that records why the assumption or requirement has been met. Thus, the user is able to track verification requirements locally with the system requirements being tracked. The locality principle sug-
facet tx-structure(i::in real, o::out real) is

d::bitvector;
s::real;
begin continuous
  a2d1: a2d(i,d);
  mod1: modulator(d,50Khz,s);
  amp1: amplifier(s,20db,o);
end tx-structure;

facet tx-power is

  p::power;
begin constraint
  a2d1: a2d-power;
  mod1: mod-power(50Khz);
  amp1: amp-power(20db);
end tx-structure;

tx::facet is tx-structure and tx-power;

Fig. 4. Example structural Rosetta representation for a simple transmitter system. A functional model, a constraint model and a systems level model are shown.

suggests that maintaining verification conditions near systems requirements reminds users to update verification conditions as requirements are modified.

4 Domain Interaction

It is not sufficient to simply model domain specific information in isolation. Cross-domain interaction is the root cause of many systems failures and difficult design problems. Systems level design requires understanding the collective behavior of interconnected components from different design domains, not simply component level behaviors. Further, interaction also occurs between different models at the component level. Rosetta provides methodologies for explicitly modeling and evaluating such interactions by defining how definitions from individual domains affect each other.

There are two fundamental approaches for modeling interaction between design domains in current design practice. The first is to choose a single domain for representing all system models. Analysis tools from that domain are then used to model entire systems. The problem with this approach is that the modeling domain always favors one domain over all others. Designers or tool builders must force information represented quite naturally in one domain into a potentially less suitable representation. The net result is a model that cannot be analyzed or a systems model that ignores certain domains.

The second approach to addressing model interaction is to rely on human observation to detect and analyze interactions between domains. Models are developed and maintained using separate representations and semantics. Human designers are required to constantly observe and predict interactions. This approach is the most common in today’s environment and will most probably always exist to some extent. However, Rosetta attempts to provide semantic support for this activity by providing a mechanism for specifying and thus analyzing domain interactions.

Rosetta provides domain and interaction semantic constructs for defining domains and domain interactions respectively. The domain construct simply pro-
vides a mechanism for identifying a facet as a domain model. Syntax is provided in Rosetta to allow users to identify and define domains quickly, but their semantics is the same as a facet. When a facet includes a domain, it extends that domain to represent a specific component or system model. When facets using domains involved in an interaction specification are included in a definition, the interaction specification is automatically included.

Using Rosetta’s reflection capabilities, a projection function defines how information from one domain can be transformed into another. Formally, terms in one facet definition are treated as axioms and transformed into axioms associated with another domain. Because Rosetta facets are first-class items, no special semantics is used to define such functions. The elements of the facet definition are accessed using pre-defined meta-functions and transformed as appropriate.

An interaction defines when specifications in one domain imply specifications in another by defining two projection functions. An interaction is a facet that accepts two domains as parameters. It then instantiates the projection function $M_{-I}$ twice to define mappings between domains. Two facets from the interacting domains are accepted as arguments and the function evaluates to a set of terms defining theorems that must be added to the second facet to represent the interaction. Thus, $M_{-I}(f_1, f_2) : \text{set}(\text{term})$ returns a collection of terms that represents the impact of $f_1$ on $f_2$. Adding those terms to $f_2$ defines a new facet taking into consideration the results of the interaction. Rosetta’s interaction definition mechanism supports pair-wise facet interaction by extension. However, using Rosetta’s reflective meta-functions allows the designer to specify interactions any manner desired.

Figure 5 shows an example interaction definition defining interaction between the state-based and logic domains. The interaction states that any term that is true in the logic domain is also true in all states in the state-based domain. Specifically, terms from the logic domain are invariant in the state-based domain. Although simple, this interaction allowed detection of a constraint violation in the context of an aircraft redesign problem.

interaction and(f::state-based,g::logic) is
begin interaction
  t1::M_{-I}(f::logic,g::state-based)::set(term) is
    \{\text{ran}(t::M_{-terms}(f) \mid \text{ran}(s::g.S \mid t@s))\};
  t2::M_{-I}(g::state-based,f::logic)::set(term) is
    \{\text{sel}(t::M_{-terms}(g) \mid \text{forall}(s::g.S \mid t@s))\};
end and;

Fig. 5. Interaction between the logic and state-based domains

While the interaction models when and where information from one domain impacts another under composition, the projection extracts one model from
another. This projection operation directly supports meta-modeling allowing the extraction of domain specific models from model composition results.

Together, interactions and projections support powerful model composition and extraction capabilities. Given two facets $F$ and $G$, the composition of the models can be specified as $F$ and $G$. Using the interaction operation, the resulting facet includes not only information from the original facets, but also information resulting from model interaction. Using projection operations on $F$ and $G$ back into the original domains results in models $F'$ and $G'$ that are expressed in the original domains. This result is exceptionally important as the resulting models are presented to the designer in the vocabulary of the original domain. Thus, the designer can deal with the results of the interaction without detailed knowledge of the other interacting models.

![Diagram showing morphism relationships between $F$ and $G$ under composition and projection.](image)

**Fig. 6.** Morphism relationships between $F$ and $G$ under composition and projection.

A concrete example of the successful application of composition and projection to a real engineering problem involves redesign of a mechanical actuator associated with a jet aircraft. In this particular problem, a control surface exhibited flutter characteristics and required stiffening of the hydraulic actuator driving the control surface. After a series of trade-off decisions, the cylinder was bored out to provide more fluid flow and thus more power. Although this corrected the flutter problem during high speed performance, it created a new problem at low speed where more power is required to drive the actuator.

Rosetta models were constructed to describe this problem and the interaction described in Figure 5 was used to generate a new analysis model that accounted for constraints in the functional analysis process. A functional model of the actuator was composed with a constraints model indicating the power consumption constraints. The projection operation was then used to generate a new analysis model in the functional domain. In this situation, the evaluation model used Matlab to generate a simulation of the increased power. With the constraint included, engineers attempting to solve the flutter problem immediately recognize the power problem associated with low speed operation. Although this particular example exhibits systems-level design in the mechanical domain, it is a concrete
example of how interactions and projections together assist in the systems design activity.

The semantics of domain interactions is based on institution theory \[7\]. Formally, an institution defines a relationship between formal systems that allows information from one formal system to be moved to another. A thorough discussion of interaction semantics is beyond this paper. It is sufficient to view an interaction as a relationship between theorems in one formal system and theorems in another. It is important to note that the institution model in conjunction with the category theoretic model is limited in the case where the composition generates a contradiction. In such cases projections are not well-defined. However, such situations are important to detect during the modeling process.

Figure 7 shows a collection of currently defined or emerging Rosetta specification domains. Solid arrows represent interactions where all information from the source domain can be represented in the target domain. Such interactions are referred to are homomorphism and define an inheritance hierarchy. Dashed arrows represent a sampling of interactions that are not homomorphic, but have been used successfully to model interactions between such domains.

![Diagram of Rosetta domains and interactions](image)

**Fig. 7.** Currently defined or working domains and selected interactions.

Rosetta currently provides semantics for mathematical specifications, state-based (finite and infinite), discrete time, and continuous time specification. Support for specification of testing requirements, constraints, mechanical systems, and Fourier domains are currently being developed. Interactions are defined for many supported domains with others under development. It is anticipated and intended that Rosetta users will write specialized domains on top of the basic set of computation and time model domains. For example, a digital specification domain is planned using the discrete time domain as a semantic basis. Thus, the basic domain set provides a basis for constructing discipline-specific domain models.
5 Semantic Issues

The base Rosetta language reflects requirements defined by the systems-on-chip and embedded systems communities. The Semiconductor Industry Council’s Systems Level Design Language Committee initially defined a set of core requirements that include:

– Precise, formal semantics
– Explicit representation of non-functional constraints
– Support for analysis activities other than simulation
– Representation of heterogeneous system components and models

In support of these requirements, Rosetta is declarative and formally defined. No guarantee is made concerning the executability of specifications although an executable subset is being identified. Rosetta facet terms are simultaneously true with no concept of order. As a reflective language, all Rosetta specification constructs are first-class items in that they can be treated as data structures. Thus, functions can be used to define types, facets and other specification constructs. Although this significantly complicates type checking, it allows for powerful specification capabilities. The type system and expression semantics are loosely based on Hehner’s Universal Algebra [8], the PVS type system [12], and the Haskell [9] function semantics. Type correctness is in general not decidable due to the first-class nature of types and functions.

All Rosetta functions are pure and side-effect free, but are not referentially transparent. The decision to make Rosetta specifications functional comes from a language requirement for a formal semantics and observation of VHDL usage and VHDL signal semantics. At first this may seem odd, but consider a classical VHDL signal assignment such as:

\[ s \leq \text{inc}(s) \text{ after } 4\text{ns}; \]

where the signal \( s \) is updated with a new value \( 4\text{ns} \) from the current time. The signal assignment operator effectively identifies when the next state occurs (\( 4\text{ns} \) in the future) and what the value of the signal is in that new state (\( \text{inc}(s) \)). In the Rosetta continuous time domain, a similar expression has the form:

\[ s@t+4\text{ns} = \text{inc}(s); \]

The semantics of the model of computation are exposed in the temporal expression (\( t+4\text{ns} \)) rather than hidden in the signal assignment syntax. An assertion that the value of \( s \) in the next state is made by equating it to the value of \( \text{inc}(s) \). Defining \( \text{inc}(s) \) as a pure function is quite natural while providing support for such useful techniques as formal analysis and partial evaluation.

It is important to note that Rosetta’s language semantics is defined independently from its concrete syntax. Although a facet does have a defined syntactic representation, its semantics was defined initially and syntax developed later to address usability and readability issues. Other syntactic representations are not precluded and are being encouraged.
6 Related Work

Model Integrated Computing (MIC) \cite{11} activities ongoing at Vanderbilt University represent an approach similar to that employed by the Rosetta semantics. Multiple system models are maintained and transformed into heterogeneous tools for analysis using meta-modeling techniques similar to Rosetta projections.

The Advanced Design Environment Prototyping Tool (ADEPT) \cite{10} developed at The University of Virginia represents a tool that considers multiple design perspectives. ADEPT takes an approach opposite to Rosetta by translating models into a common semantic language. ADEPT is highly successful in its application domain because of limited domain scope. Rosetta avoids the unified modeling language approach because it’s domain of application is larger than that of ADEPT.

Model-based co-design surrounding the DEVS specification system \cite{13} allows accounting for different aspects of a system design. Multiple perspectives including performance constraints are considered in modeling and evaluation a system prior to implementation. The DEVS work is centered on co-design decisions relating to hardware/software tradeoff decisions. Simulation is the primary means for evaluating specifications. In general, DEVS provides excellent co-design support, but is intentionally more application specific than Rosetta.

The Ptolemy \cite{1} framework and its successor Ptolemy II are heterogeneous design environments for rapid prototyping of digital signal processing systems. Like Rosetta they are extensible by design and incorporate many of the heterogeneous modeling capabilities proposed here. Ptolemy II introduces the concept of polymorphic domains that provide an inheritance mechanism similar to Rosetta’s interaction semantics. The major differences are the application domain and what heterogeneity means in that domain. Specifically, Ptolemy addresses data-flow systems where the major source of heterogeneity results from different time models used in specification domains. Ptolemy has proven highly successful implying that similar techniques may be applicable in the formal analysis domain.

A theoretical framework similar to Rosetta’s facets and facet interaction is viewpoints \cite{2,3}. Viewed abstractly, a viewpoint and a facet are identical in their intended purpose. Both allow the systems engineer to specify one system model. Like facets, multiple viewpoints are simultaneously valid for a system and must be mutually consistent. The viewpoints approach provides an excellent mechanism for requirements modeling in a heterogeneous environment. The primary difference being that viewpoints are manipulated informally using traditional requirements engineering techniques. Viewpoints are a cognitive structure while facets in Rosetta are mathematical descriptions.

Mechanisms for managing multiple, heterogeneous viewpoints are represented by work including knowledge-based critiquing \cite{6} and parallel development \cite{5}. These techniques are quite effective in managing and resolving interaction between specification domains. Unlike the proposed approach they are largely informal and heuristic in nature.
Use of categories to describe morphisms between system representations is an established technique documented by Erig and Mahr [4] and applied the synthesis of software systems in the KIDS [14] and SpecWare environments, among others. Institution theory is proposed by Goguen [7] as a mechanism for defining systems of logics.

7 Current Status

The Rosetta language and approach have been evaluated in several different domains and applications. The primary driver for Rosetta is the systems-on-chip domain where engineers have recognized the significance of systems-level design problems in their computer-based systems. In addition to the actuator design example, models have been constructed for satellite communications links, transmitter/receiver pairs, simple digital circuits, and DSP systems, and several systems-on-chip examples. Current research is investigating interactions between the information domain (software) and the physical domain examining resource requirements and impact of software behavior on such system aspects as packaging and safety.

Commercial applications are beginning with an IP reuse tool and test vector generation tool currently available in beta form. The IP reuse tool uses Rosetta’s formal semantics to provide high assurance retrieval. Component specifications are formally compared with problem specifications to determine if the component can successfully be reused to solve the problem. Test vector generation system uses Rosetta requirements and domains for defining test cases and test vectors to automatically generate test vectors from requirements. Test scenarios are generated from requirements and abstract vectors generated to cover each test scenario. These abstract vectors are then converted automatically to formats suitable for simulation systems such as VHDL, Verilog and C++.

To assure usage across domains and throughout the design lifecycle, Rosetta is vendor and tool independent while providing support for importing and exporting models from various CAD languages and tools. An interchange format has been developed that is compatible with the MoML interface description language developed by University of California at Berkeley. The Rosetta semantics and language are being jointly developed by the Accellera CAD Standards organization’s Systems Level Design Language Committee, Titan (formerly Intermetrics), and The University of Kansas Information and Telecommunications Technology Center with guidance and support from The European Chips and Systems Initiative, The Semiconductor Industry Council, DARPA, and The United States Air Force. An Accellera standardization committee has been formed and a draft standard is being prepared.

Rosetta provides modeling capabilities needed to support systems-level design that allow modeling at high levels of abstraction, modeling heterogeneous systems, and support for model composition. By allowing the user to define and compose models, Rosetta allows flexibility and heterogeneity in design modeling and supports meaningful integration of models representing all aspects of sys-
tems design. Furthermore, Rosetta’s formal semantics provide an unambiguous means for defining and composing models. Finally, the default Rosetta syntax provides a user-friendly mechanism designed to be comfortable to today’s existing hardware description language user base.

The draft Rosetta language description, a prototype Java-based language parser, and a collection of beta-level tools are freely available on the Rosetta web page at http://www.sldl.org.

References


Hierarchical Hybrid Modeling of Embedded Systems


University of Pennsylvania
http://www.seas.upenn.edu/hybrid/

Abstract. This paper describes the modeling language Charon for modular design of interacting hybrid systems. The language allows specification of architectural as well as behavioral hierarchy, and discrete as well as continuous activities. The modular structure of the language is not merely syntactic, but is exploited by analysis tools, and is supported by a formal semantics with an accompanying compositional theory of refinement. We illustrate the benefits of Charon in design of embedded control software using examples from automated highways concerning vehicle coordination.

1 Introduction

An embedded system typically consists of a collection of digital programs that interact with each other and with an analog environment. Examples of embedded systems include manufacturing controllers, automotive controllers, engine controllers, avionic systems, medical devices, micro-electromechanical systems, and robots. As computing tasks performed by embedded devices become more sophisticated, the need for a sound discipline for writing embedded software becomes more apparent (c.f [23]). Model-based design paradigm, with its promise for greater design automation and formal guarantees of reliability, is particularly attractive given the following trends.

Software Design Notations. Modern object-oriented design paradigms such as Unified Modeling Language (UML) allow specification of the architecture and control at high levels of abstraction in a modular fashion, and bear great promise as a solution to managing the complexity at all stages of the software design cycle [7]. There are emerging tools such as RationalRose (see www.rational.com) that support modeling, simulation, and code generation, and are increasingly becoming popular in domains such as automotive software and avionics.

Control Engineering. Traditionally control engineers have used tools for continuous differential equations such as MATLAB (see www.mathworks.com) for modeling of the plant behavior, for deriving and optimizing control laws, and for validating functionality and performance of the model through analysis and

* Supported by DARPA MoBIES grant F33615-00-C-1707
simulation. Tools such as Simulink recently augmented the continuous modeling with state-machine-based modeling of discrete control.

**Formal Verification Tools.** Model checking is emerging as an effective technique for debugging of high-level models (see [10] for a survey). Model checkers such as SMV [26] and SPIN [20] have been successful in revealing subtle errors in cache coherency protocols in multiprocessors and communication protocols in computer networks. In recent years, the model checking paradigm has been successfully extended to models with continuous variables leading to tools such as UPPAAL [22], HyTech [18], and CheckMate [8].

This paper describes our modeling language, Charon, that is suitable for high-level specification of interacting embedded systems. We proceed to discuss the three distinguishing aspects of Charon.

**Hybrid Modeling.** Traditionally, control theory and related engineering disciplines, have addressed the problem of designing robust control laws to ensure optimal performance of processes with continuous dynamics. This approach to system design largely ignores the problem of implementing control laws as a piece of software and issues related to concurrency and communication. Computer science and software engineering, on the other hand, have an entirely discrete view of the world, which abstracts from the physical characteristics of the environment to which the software is reacting to, and is typically unable to guarantee safety and/or performance of the embedded device as a whole. An embedded system consisting of sensors, actuators, plant, and control software is best viewed as a hybrid system. The relevance of hybrid modeling has been demonstrated in various applications such as coordinating robot systems [2], automobiles [6], aircrafts [29], and chemical process control systems [13].

Early formal models for hybrid systems include phase transition systems [25] and hybrid automata [1]. While modularity in hybrid specifications has been addressed in languages such as hybrid I/O automata [24], Charon allows richer specifications. Discrete updates in Charon are specified by guarded actions labeling transitions connecting the modes. Some of the variables in Charon can be declared analog, and they flow continuously during continuous updates that model passage of time. The evolution of analog variables can be constrained in three ways: differential constraints (e.g. by equations such as $\dot{x} = f(x,u)$), algebraic constraints (e.g. by equations such as $y = g(x,u)$), and invariants (e.g. $|x - y| \leq \varepsilon$) which limit the allowed durations of flows.

**Hierarchical Modeling.** Modern software design paradigms promote hierarchy as one of the key constructs for structuring complex specifications. We are concerned with two distinct notions of hierarchy. In architectural hierarchy, a system with a collection of communicating agents is constructed by parallel composition of atomic agents, and in behavioral hierarchy, the behavior of an individual agent is described by hierarchical sequential composition. The former hierarchy is present in almost all concurrency formalisms, and the latter, while present in all block-structured programming languages, was introduced for state-machine-based modeling in Statecharts [17].
In CHARON, the building block for describing the system architecture is an agent that communicates with its environment via shared variables. The language supports the operations of composition of agents to model concurrency, hiding of variables to restrict sharing of information, and instantiation of agents to support reuse. The building block for describing flow of control inside an atomic agent is a mode. A mode is basically a hierarchical state machine, that is, a mode can have submodes and transitions connecting them. Variables can be declared locally inside any mode with standard scoping rules for visibility. Modes can be connected to each other only via well-defined entry and exit points. We allow sharing of modes so that the same mode definition can be instantiated in multiple contexts. To support exceptions, the language allows group transitions from default exit points that are applicable to all enclosing modes, and to support history retention, the language allows default entry transitions that restore the local state within a mode from the most recent exit.

**Compositional Semantics.** Formal semantics leads to definitions of semantic equivalence (or refinement) of specifications based on their observable behaviors, and compositional means that semantics of a component can be constructed from the semantics of its subcomponents. Such formal compositional semantics is a cornerstone of concurrency frameworks such as CSP\[19\] and CCS\[27\], and is a prerequisite for developing modular reasoning principles such as compositional model checking and systematic design principles such as stepwise refinement. The global nature of time makes it challenging to define semantics of hybrid components in a modular fashion. For rich hierarchical specifications, features such as as group transitions, exceptions, and history retention, cause additional difficulties.

CHARON supports observational trace semantics for both modes and agents\[4\]. The key result is that the set of traces of a mode can be constructed from the traces of its submodes. This result leads to a compositional notion of refinement for modes. Suppose we obtain an implementation design $I$ from a specification design $S$ simply by locally replacing some submode $N$ in $S$ by a submode $M$. Then, to show $I$ refines $S$, it suffices to show that $M$ refines $N$.

**Overview.** The remaining paper is organized as follows. In Section 2, we present the features of the language CHARON, and in Section 3 we describe the formal semantics and accompanying compositional refinement calculus. We use examples from the automotive experimental platform of the DARPA’s MoBIES program for illustrative purposes. Section 4 gives a summary of the design toolkit, and we conclude in Section 5 with pointers to ongoing research on formal analysis.

## 2 Modeling Language

### 2.1 Agents and Architectural Hierarchy

We present an example from the MoBIES Automotive Open Experimental Platform (OEP) to illustrate the features of CHARON. Figures 1, 2, and 3 are CHARON agent diagrams illustrating the architectural hierarchy of a team of two vehicles.
A single vehicle is represented by the agent Vehicle, shown in Figure 1(a). Each agent has a well-defined interface which consists of its typed input and output variables. In the case of Vehicle, velIn and accIn are the input variables, and velOut and accOut are the outputs. Formally, an agent consists of a set of variables $V$, a set of initial states, and a set of modes $TM$. The set $V$ is partitioned into local variables $V_l$ and global variables $V_g$; global variables are further partitioned into input and output variables. Type correct assignments of values to variables are called valuations and denoted $Q_V$. The set of initial states $I \subseteq Q_V$ specifies possible initializations of the variables of the agent. The modes, described in more detail below, collectively define the behavior of the agent. An atomic agent has a single top-level mode. Composite agents have many top-level modes and are constructed from other agents as described below.

Figure 1(b) illustrates the three operations defined on agents. It shows a composite agent VehicleSystem that contains two instances of the agent Vehicle composed in parallel. The parallel agents execute concurrently and communicate through shared variables. To enable communication between the two vehicles, global variables are renamed. For example, velIn of the follower agent and velOut of the leader agent are both renamed to $lV$. Finally, the communication between the vehicles can be hidden from the outside world. In our example, only the leader’s outputs $lV$ and $lA$ are the outputs of the composite system. The composite agent is written in CHARON syntax as below:

```plaintext
agent VehicleSystem {
  write analog real lV, lA;
  private analog real fV, fA;
  agent VehicleLeader= Vehicle[velIn,velOut,accIn,accOut := fV,lV,fA,lA];
  agent VehicleFollower= Vehicle[velIn,velOut,accIn,accOut := lV,fV,lA,fA];
}
```

1 CHARON also allows parameterized definitions. For instance, the initial position of the vehicle can be defined as a parameter within the agent Vehicle, and can be assigned to different values in the two instances VehicleLeader and VehicleFollower.
The agent Vehicle itself has a hierarchical structure. Figure 2 illustrates the overall vehicle architecture, which comprises the regulation controller, the car sensor, and the vehicle plant. The higher level regulation controller handles data from the car sensor or other vehicles and generates a desired acceleration to the vehicle plant. The lower level dynamics controller equipped in the vehicle plant controls actual vehicle dynamics such as throttling and braking. The vehicle plant is composed of the dynamic controller, the dynamic sensor, and the powertrain. Figure 3 describes the vehicle plant. The dynamic controller maps the control command $u$ onto a desired throttle position or brake command $u_d$. The sign of $u_d$ will define two submodes of the powertrain: acceleration and brake. We show how the behavior of an agent is modeled in the next section.

### 2.2 Modes and Behavioral Hierarchy

Modes represent behavioral hierarchy in the system design. The behavior of each atomic agent is described by a mode, which corresponds to a single thread of
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control. At the lowest level of the behavioral hierarchy are atomic modes. They describe continuous behaviors. For example, Figure 4 illustrates the behavior of the agent PowerTrain. There is a differential constraint \( \text{diffVelocity}(d(v)) = a \) that asserts the relationship between velocity \( v \) and acceleration \( a \): \( \dot{v} = a \), and an algebraic constraint \( \text{algeAcceleration} \) for the acceleration, relating it to the current speed \( v \), the control input \( u_d \), and the road grade \( \theta \): \( a = k_1 \cdot (u_d - k_2 \cdot v^2 - k_3 \cdot \sin(\theta) - k_4) \) for some constants \( k_1, \ldots, k_4 \).

Composite modes contain a number of submodes. During execution, a composite mode performs discrete transitions, switching between its submodes. Each (sub)mode has a well-defined data interface consisting of typed global variables used for sharing state information, and also a well-defined control interface consisting of entry and exit points that are used to connect modes modes via transitions. For example, the behavior of the agent DynamicController is captured by the mode shown in Figure 5. Depending on the sign of the input variable \( u_d \) that represents the acceleration desired by the higher-level controller, the dynamic controller applies either brake or throttle, represented by the submodes BrakeControl and ThrottleControl, respectively. The condition for staying in the ThrottleControl mode is captured by the invariant \( u_d \geq 0 \). When the sign...
of $u_d$ changes to negative, the invariant is violated and the controller is forced to take a transition to \textit{BrakeControl}. Note that the mode \textit{ThrottleControl} also has internal structure: acceleration may be normal, when a larger desired acceleration translates in more torque supplied by the engine, or saturated, when the limit of the engine capacity has been reached. The transition from \textit{ThrottleControl} to \textit{BrakeControl} happens regardless of which submode of \textit{ThrottleControl} was active at that time, interrupting any lower-level behaviors.

Formally, a mode $M$ consists of a set of submodes $SM$, a set of variables $V$, a set of \textit{entry control points} $E$, a set of \textit{exit control points} $X$, a set of transitions $T$, and a set of constraints $Cons$. As in agents, variables are partitioned into global and local variables. For the submodes of $M$, we require that each global variable of a submode is a variable (either global or local) of $M$. This induces a natural scoping rule for variables in a hierarchy of modes: a variable introduced as local in a mode is accessible in all its submodes but not in any other mode. Every mode has two distinguished control points, called default entry ($de$) and exit ($dx$) points. They are used to represent such high-level behavioral notions as interrupts and exceptions, which will be discussed in more detail in the following section.

The set $Cons$ of constraints contains constraints of three kinds. An \textit{invariant} specifies when a mode can be active. Continuous trajectories of a variable $x$ can be given by either an algebraic constraint $Ax$, which defines the set of admissible values for $x$ in terms of values of other variables, or by a differential constraint $Dx$, which defines the admissible variables for the first derivative of $x$ with respect to time.

Transitions of a mode $M$ can be classified into \textit{entry transitions}, which connect an entry point of $M$ with an entry point of one of its submodes, \textit{exit transitions}, connecting exit points of submodes to exit points of $M$, and internal transitions that lead from an exit point of a submode to an entry point of another submode. Every transition has a \textit{guard}, which is a predicate over the valuations of mode variables that tells when the transition can be executed. When a transition occurs, it executes a sequence of assignments, changing values of the mode variables. A transition that originates at a default exit point of a submode is called a \textit{group transition} of that submode. A group transition can be executed to interrupt the execution of the submode.

In \textit{Charon}, transitions and constraints can refer to externally defined Java classes, thus allowing rich discrete and continuous specifications.

## 3 Formal Semantics and Compositional Refinement

We proceed to define a compositional formal semantics for \textit{Charon}. First, the operational semantics of modes and agents makes the notion of executing a \textit{Charon} model precise, and can be used, say, by a simulator. Second, we define an observational semantics for modes and agents. The observational semantics hides the details about internal structure, and retains only the information about
inputs and outputs. Informally, the observational semantics consists of the static interface (such as the global variables and entry/exit points) and dynamic interface consisting of the traces, that is, sequences of updates to global variables. Third, for modularity, we show that our semantics is compositional. This means that the set of traces of a component can be defined from the set of traces of its subcomponents. Intuitively, this means that the observational semantics captures all the information that is needed to determine how a component interacts with its environment. Finally, we define a notion of refinement (or equivalence) for modes/agents. This allows us, for instance, to relate different models of the agent PowerTrain. We can establish that the abstract (simplified) version of powertrain refines the detailed version, and then, to analyze the system of vehicles, use the abstract version instead of the detailed one. The compositional rules about refinement form the basis for analysis in a system with multiple components, each with a simplified and a detailed model.

3.1 Formal Semantics of Modes

Intuitive semantics. Before presenting the semantics formally, we give the intuition for mode executions. A mode can engage in discrete or continuous behavior. During an execution, the mode and its environment either take turns making discrete steps or take a continuous step together. Discrete and continuous steps of the mode alternate. During a continuous step, the mode follows a continuous trajectory that satisfies the constraints of the mode. In addition, the set of possible trajectories may be restricted by the environment of the mode. In particular, when the mode invariant is violated, the mode must terminate its continuous step and take one of its outgoing transitions. A discrete step of the mode is a finite sequence of discrete steps of the submodes and enabled transitions of the mode itself. A discrete step begins in the current state of the mode and ends when it reaches an exit point or when the mode decides to yield control to the environment and lets it make the choice of the next step. Technically, when the mode ends its discrete step in one of its submodes, it returns control to the environment via its default exit point. The closure construction, described below, ensures that the mode can yield control at appropriate moments, and that the discrete control state of the mode is restored when the environment schedules the next discrete step.

Preemption. An execution of a mode can be preempted by a group transition. A group transition of a mode originates at the default exit of the mode. During any discrete step of the mode, control can be transferred to the default exit and an enabled group transition can be selected. There is no priority between the transitions of a mode and its group transitions. When an execution of a mode is preempted, the control state of the mode is recorded in a special history variable, a new local variable that we introduce into every mode. Then, when the mode is entered through the default entry point next time, the control state of the mode is restored according to the history variable.

The history variable and active submodes. In order to record the location of discrete control during executions, we introduce a new local variable
$h$ into each mode that has submodes. The history variable $h$ of a mode $M$ has the names of the submodes of $M$ as values, or a special value $\epsilon$ that is used to denote that the mode does not have control. A submode $N$ of $M$ is called active when the history variable of $M$ has the value $N$.

**Flows.** To precisely define continuous trajectories of a mode, we introduce the notion of a flow. A flow for a set $V$ of variables is a differentiable function $f$ from a closed interval of non-negative reals $[0, \delta]$ to $Q_V$. We refer to $\delta$ as the duration of the flow. We denote a set of flows for $V$ as $\mathcal{F}_V$.

**Syntactic restrictions on modes.** In order to ensure that the semantics of a mode is well-defined, we impose several restrictions on mode structure. First, we assume that the set of differential and algebraic constraints in a mode always has a non-empty set of flows that satisfy them. This is needed to ensure that the set of behaviors of a mode is non-empty. Furthermore, we require that the mode cannot be blocked at any of its non-default control points. This means that the disjunction of all guards originating from a control point evaluates to true.

**State of a mode.** We define the state of a mode in terms of all variables of the mode and its submodes, including the local variables on all levels. We use $V_*$ for the set of all variables. The set of local variables of a mode together with the local variables of the submodes are called the private variables and is denoted as $V_p$.

The state of a mode $M$ is a pair $(c, s)$, where $c$ is the location of discrete control in the mode and $s \in Q_{M.V_*}$. Whenever the mode has control, it resides in one of its control points, that is, $c \in M.C$. Given a state $(c, s)$ of $M$, we refer to $c$ as the control state of $M$ and to $s$ as the data state of $M$.

**Closure of a mode.** Closure construction is a technical device to allow the mode to interrupt its execution and to maintain its history variable. Transitions of the mode are modified to update the history variable $h$ after a transition is executed. Each entry or internal transition assigns the name of the destination mode to $h$, and exit transitions assign $\epsilon$ to $h$. In addition, default entry and exit transitions are added to the set of transitions of the mode. These default transitions do not affect the history variable and allow us to interrupt an execution and then resume it later from the same point.

The default entry and exit transitions are added in the following way. For each submode $N$ of $M$, the closure adds a default exit transition from $N.dx$ to $M.dx$. This transition does not change any variables of the mode and is always enabled. Default entry transitions are used to restore the local control state of $M$. A default entry transition that leads from a default entry of $M$ to the default entry of a submode $N$ is enabled if $h = N$. Furthermore, we make sure that the default entry transitions do not interfere with regular entry transitions originating from $de$. The closure changes each such transition so that it is enabled only if $h = \epsilon$. The closure construction for the mode DynamicController introduced in Section 2 is illustrated in Figure 6.

**Operational semantics.** An operational view of a closed mode $M$ with the set of variables $V$ consists of a continuous relation $R_C$ and, for each pair $c_1 \in E$, $c_2 \in X$, a discrete relation $R_{c_1,c_2}^D$. 
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The relation $R^C \subseteq Q_V \times F_V$ gives, for every data state of the mode, the set of flows from this state. By definition, if the control state of the mode is not at $dx$, the set of flows for the state is empty. $R^C$ is obtained from the constraints of a mode and relations $SM.R^C$ of its submodes. Given a data state $s$ of a mode $M$, $(s, f) \in R^C$ iff $f$ satisfies the constraints of $M$ and, if $N$ is the active submode at $s$, $(s, f)$, restricted to the global variables of $N$, belongs to $N.R^C$.

The relation $R^D_{e,x}$, for each entry point $e$ and exit point $x$ of a mode, comprises macro-steps of a mode starting at $e$ and ending at $x$. A macro-step consists of a sequence of micro-steps. Each micro-step is either a transition of the mode or a macro-step of one of its submodes. Given the relations $R^D_{e,x}$ of the submodes of $M$, a micro-execution of a mode $M$ is a sequence of the form $(e_0, s_0), (e_1, s_1), \ldots, (e_n, s_n)$ such that every $(e_i, s_i)$ is a state of $M$ and for even $i$, $((e_i, s_i), (e_{i+1}, s_{i+1}))$ is a transition of $M$, while for odd $i$, $(s_i, s_{i+1})$ is a macro-step of one of the submodes of $M$. Given such a micro-execution of $M$ with $e_0 = e \in E$ and $e_n = x \in X$, we have $(s_0, s_n) \in R^D_{e,x}$. To illustrate the notion of macro-steps, consider the closed mode $DynamicController$ from Figure 6. Considering only the control points, we have the following micro-execution when $u > 0$ and $u_c < maxThrottle$: $init$, $ThrottleNormal.de$, $ThrottleNormal.dx$, $dx$. For every $u, u_c$ satisfying the above inequalities this micro-execution gives us a macro-step in $R^D_{init,dx}$.

The operational semantics of the mode $M$ consists of its control points $E \cup X$, its variables $V$ and relations $R^C$ and $R^D_{e,x}$. The operational semantics of a mode defines a transition system $\mathcal{R}$ over the states of the mode. We write $(e_1, s_1) \xrightarrow{o} (e_2, s_2)$ if $(s_1, s_2) \in R^D_{e_1,e_2}$, and $(dx, s_1) \xrightarrow{f} (dx, s_2)$ if $(s_1, f) \in R^C$, where $f$ is defined on the interval $[0, t]$ and $f(t) = s_2$. We extend $\mathcal{R}$ to include environment steps. An environment step begins at an exit point of the mode and ends at an entry point. It represents changes to the global variables of the mode by other components while the mode is inactive. Private variables of the mode are unaffected by environment steps. Thus there is an environment step $(x, s) \xrightarrow{\lambda}(e, t)$ whenever $x \in X$, $e \in E$, and $s[V_p] = t[V_p]$. We let $\lambda$ range over $F_V \cup \{o, \varepsilon\}$. An execution of a mode is now a path through the graph of $\mathcal{R}$:

Fig. 6. Closed modes
\[(e_0, s_0) \xrightarrow{\lambda_1} (e_1, s_1) \xrightarrow{\lambda_2} \ldots \xrightarrow{\lambda_n}(e_n, s_n).\]

**Trace semantics.** To be able to define a refinement relation between modes, we consider a trace semantics for modes. A *trace* of the mode is a projection of its executions onto the global variables of the mode. The *trace semantics* for \(M\) is given by its control points \(E\) and \(X\), its global variables \(V_g\), and its set of its traces \(L_M\).

In defining compositional and hierarchical semantics, one has to decide, what details of the behavior of lower-level components are observable at higher levels. In our approach, the effect of a discrete step that updates only local variables of a mode is not observable by its environment, but stoppage of time introduced by such a step *is* observable. For example, consider two systems, one of which is always idle, while the other updates a local variable every second. These two systems are different, since the second one does not have flows more than one second long. Defining a modular semantics in a way that such distinction is not made seems much more difficult.

### 3.2 Trace Semantics for Agents

An execution of an agent follows a trajectory, which starts in one of the initial states and is a sequence of flows interleaved with discrete updates to the variables of the agent. An execution of \(A\) is constructed from the relations \(R^C\) and \(R^D\) of its top-level mode. For a fixed initial state \(s_0\), each mode \(M \in TM\) starts out in the state \((init_M, s_M)\), where \(init_M\) is the non-default entry point of \(M\) and \(s_0[M.V] = s_M\). Note that as long as there is a mode \(M\) whose control state is at \(init_M\), no continuous steps are possible. However, any discrete step of such a mode will come from \(R^D_{init_M, dx}\) and bring the control state of \(M\) to \(dx\). Therefore, any execution of an agent \(A = (TM, V, I)\) with \(|TM| = k\) will start with exactly \(k\) discrete initialization steps. At that point, every top-level mode of \(A\) will be at its default exit point, allowing an alternation of continuous steps from \(R^C\) and discrete steps from \(R^D_{de, dx}\). The choice of a continuous step involving all modes or a discrete step in one of the modes is left to the environment. Before each discrete step, there is an environment step, which takes the control point of the chosen mode from \(dx\) to \(de\) and leaves all the private variables of all top-level modes intact. After that, a discrete step of the chosen mode happens, bringing control back to \(dx\). Thus, an execution of \(A\) with \(|TM| = k\) is a sequence \(s_0 \xrightarrow{o} s_1 \xrightarrow{o} \ldots s_k \xrightarrow{\lambda_1} s_{k+1} \xrightarrow{\lambda_2} \ldots\) such that

- The first \(k\) steps are discrete and initialize the top-level modes of \(A\).
- for every \(i \geq k\), one of the following holds:
  - the \(i^{th}\) step is a continuous step, in which every mode takes part, or
  - the \(i^{th}\) step is a discrete environment step, or
  - the \(i^{th}\) step is a discrete step by one of the modes and the private variables of all other modes are unchanged.
Note that environment steps in agents and in modes are different. In an agent, an environment step may contain only discrete steps, since all agents participate in every continuous step. The environment of a mode can engage in a number of continuous steps while the mode is inactive.

A trace of an agent A is an execution of A, projected onto the set of its global variables. The denotational semantics of an agent consists of its set of global variables V_g and its set of traces L_A.

Trace semantics for modes and agents can be related to each other in an obvious way. Given an atomic agent A whose behavior is given by a mode M, we can obtain a trace of A by taking a trace of M and erasing the information about the control points from it.

3.3 Compositionality Results

We show that our semantics is compositional for both modes and agents. First, the set of traces of a mode can be computed from the definition of the mode itself and the semantics of its submodes. Second, the set of traces of a composite agent can be computed from the semantics of its sub-agents.

Mode Refinement. The trace semantics leads to a natural notion of refinement between modes: a mode M refines N if it has the same global variables and control points, and every trace of M is a trace of N. A mode M and a mode N are said to be compatible if M.V_g = N.V_g, M.E = N.E and M.X = N.X. Given two compatible modes M and N, M refines N, denoted M ≤ N, if L_M ⊆ L_N.

The refinement operator is compositional with respect to the encapsulation. If, for each submode N_i of M there is a mode N_i' such that N_i ≤ N_i', then we have that M ≤ M', where M' is obtained from M by replacing every N_i with N_i'. The refinement rule is explained visually in Figure 7, left.

A second refinement rule is defined for contexts of modes. Informally, if we consider a submode N within a mode M, the remaining submodes of M and the transitions of M can be viewed as an environment or mode context for N.

As with modes, refinement of contexts is also defined by language inclusion and is also compositional. If a context C_1 refines another context C_2, then inserting modes M_1, ..., M_k into the two contexts preserves the refinement property. A visual representation of this rule is shown in Figure 7, right. Precise statements of the results can be found in [4].

Compositionality of agents. An agent is, in essence, a set of top level modes that interleave their discrete transitions and synchronize their flows. The
compositionality results for modes lift in a natural way to agents too. The operations on agents are compositional with respect to refinement. An agent $A$ and an agent $B$ are said to be compatible if $A.V_g = B.V_g$. Agent $A$ refines a compatible agent $B$, denoted $A \preceq B$, if $L_A \subseteq L_B$. Given compatible agents such that $A \preceq B$, $A_1 \preceq B_1$ and $A_2 \preceq B_2$, let $V_1 = \{x_1, \ldots, x_n\}$, $V_2 = \{y_1, \ldots, y_n\}$ be indexed sets of variables with $V_1 \subseteq A.V$ and let $V_h \subseteq A.V$. Then $A \{V_h\} \preceq B \{V_h\}, A[V_1 := V_2] \preceq B[V_1 := V_2]$ and $A_1 || A_2 \preceq B_1 || B_2$.

4 The Charon Toolkit

In this section we describe the Charon toolkit. Written in Java, the toolkit features an easy-to-use graphical user interface, with support for syntax-directed text editing, a visual input language, a powerful type-checker, simulation and a plotter to display simulation traces. The Charon GUI uses some components from the model checker jMocha [3], and the plotter uses a package from the modeling tool Ptolemy [12].

The editor windows highlight the Charon language keywords and comments. Parsing on the fly can be enabled or disabled. In case of an error while typing, the first erroneous token will be highlighted in red. Further, a pop up window can be enabled that tells the user what the editor expects next. Clicking one of the pop up options, the associated text is automatically inserted at the current cursor position. This allows the user not only to correct almost all syntactic errors at typing but also to learn the Charon language.

The Charon toolkit also includes a visual input language capability. It allows the user to draw agent and mode definitions in a hierarchical way, as shown in Figures 1 – 5. The interpreter of the visual input translates the specification into text-based Charon source code using an intermediate XML-based representation. The visual input tool is depicted in Figure 8.

Once an edited and saved Charon language file exists, the user can simulate the hybrid system. In this case the Charon toolkit calls the parser and the type checker. If there are no syntactic errors, it generates a project context that is displayed in a separate project window that appears on the left hand side of the desktop, as shown in Figure 9.

The project window displays the internal representation of Charon in a convenient tree format. Each node in the tree may be expanded or collapsed by clicking it. The internal representation tree consists of two nodes: agents and modes. They are initially collected from the associated Charon file.

A Charon specification describes how a hybrid system behaves over the course of time. Charon’s simulator provides a means to visualize a possible behavior of the system. This information can be used for debugging or simply for understanding in detail the behavior of the given hybrid system description.

The simulation methodology used in the Charon toolkit, which is depicted in Figure 10, resembles concepts in code generation from a specification. As Charon allows to write external Java source code the simulator needs to be an executable Java program. Charon has a set of Java files that represent a core
Fig. 8. The visual input tool of CHARON: The agent car is defined as the composition of two other agents. The arrows depict variable renamings.

Fig. 9. The editor frame on the right hand side of the CHARON desktop and the corresponding project frame on the left.

simulator. Given a CHARON file, Java files are automatically generated which represent a Java interpretation of the CHARON specification of a hybrid system. They are used in conjunction with the predefined simulator core files and the external Java source code to produce a simulation trace.

The CHARON plotter allows the visualization of a simulation trace generated by the simulator. It draws the value of all selected variables using various colors with respect to time. It also highlights the time that selected transitions have been taken. A screen-shot of the plotter is given in Figure 11.
5 Research in Formal Analysis

Since CHARON models have a precise semantics, they can be subjected to a variety of analyses. In this final section we will give a brief overview of our ongoing research efforts in formal analysis methods for hybrid systems. These include new techniques for accurate and efficient simulation, reachability analysis to detect violations of safety requirements, and abstraction methods for enhancing the applicability of analysis techniques.

**Accurate event detection.** The problem of accurately detecting and localizing the occurrence of transitions when simulating hybrid systems has received an increased amount of attention in recent years. This is partially motivated by the observation that the commonly used technique of simply checking the value of the guards at integration points can cause the simulator not to detect enabling of transitions. It has been shown that such inaccuracies can lead to
grossly inaccurate simulations due to the discontinuous nature of hybrid systems. We have developed a method [15] which is guaranteed to detect enabling of all transitions. Our method has the advantage of being the only method which can properly detect such events when they occur in the neighborhood of model singularities. We select our step size in such a way as to steer the system toward the event surface without overshooting it.

**Multirate simulation.** Many systems, especially hierarchical ones, naturally evolve on different time scales. For example the center of mass of an automobile may be accelerating relatively slow compared to the rate at which the crank shaft angle changes; yet, the evolution of the two are intimately coupled. Despite this disparity, traditional numerical integration methods force all coupled differential equations to be integrated using the same step size. The idea behind multi-rate integration method is to use larger step sizes for the slow changing sets of differential equations and smaller step sizes for the differential equations evolving on the fast time scale. Such a strategy increases efficiency without compromising accuracy. To implement such a scheme we need to show how to accommodate coupling between the sets of fast and slow equations when they are integrated asynchronously and how to schedule the order of integration. In [14] we resolve these issues and introduce a multirate algorithm well suited to hybrid system simulation.

**Distributed Simulation.** Another way for simulation speed-up is to utilize more computing resources in a multi-processing platform by exploiting the inherent modularity of systems described in CHARON. Each agent of CHARON has different dynamics and thus does not have to be integrated at the same speed. The challenge is to determine an effective scheme for communication of the values of the shared variables among the various agents simulated on different processing units.

**Requiem for reachability analysis.** Formal verification of safety requirements of hybrid systems requires the computation of reachable states of continuous systems. Requiem is a Mathematica notebook which, given a nilpotent linear differential equation and a set of initial conditions, symbolically computes the set of reachable states exactly. Given various classes of linear differential equations and semi-algebraic sets of initial conditions, the computation of reachable sets can be posed as a quantifier elimination problem in the decidable theory of the reals as an ordered field. Given a nilpotent system and a set defined by polynomial inequalities, Requiem automatically generates the quantifier elimination problem and invokes the quantifier elimination package in Mathematica 4.0. If the computation terminates, it returns a quantifier free formula describing the reachable set. More details can be found in [21]. The entire package is available for free at www.seas.upenn.edu/hybrid/requiem.html.

**Predicate Abstraction.** Abstraction is emerging as the key to formal verification as a means of reducing the size of the system to be analyzed [11]. The main obstacle towards an effective application of model checking to hybrid systems is the complexity of the reachability procedures which require expensive computations over sets of states. For analysis purposes, it is often useful to ab-
abstract a system in a way that preserves the properties being analyzed while hiding the details that are of no interest. We build upon notion of predicate abstraction for formal analysis of hybrid systems. Using a set of boolean predicates, that are crucial with respect to the property to be verified, we construct a finite partition of the state space of the hybrid system. The states of the abstracted system correspond to truth assignments to the set of predicates. By using conservative reachability approximations we guarantee that if the property holds in the abstracted system, then it also holds in the concrete system represented by the hybrid system. Conversely, if the property does not hold in the abstract system, then it may or may not hold in the concrete system. In the latter case, the concrete system will be checked against the counter-example found during the model checking of the abstract system. If a trace corresponding to the counter-example is feasible in the concrete system we have established the property to be false. This procedure can also help discover new predicates that can be used to refine the abstraction, as it is suggested in for analysis of discrete systems. The combination of this method for finding new predicates and our abstraction procedure thus provides an effective way to apply a finite state model checking approach to hybrid systems.

Multi-robot coordination. We develop a hybrid system framework and the software architecture for the deployment of multiple autonomous robots in an unstructured and unknown environment with applications ranging from scouting and reconnaissance, to search and rescue and manipulation tasks. Our software framework allows a modular and hierarchical approach to programming deliberative and reactive behaviors in autonomous operation. Formal definitions for sequential composition, hierarchical composition, and parallel composition allow the bottom-up development of complex software systems. We demonstrate the algorithms and software on an experimental testbed that involves a group of car-like robots using a single omni-directional camera as a sensor without explicit use of odometry. More information can be found in .
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Abstract. This paper is sort of a confession. Issues of synchrony, asynchrony, and synchronization, arise frequently in designing embedded systems from components, like everyone I knew this for quite a long time. But it is only recently that it went aware of the diversity of such issues, depending on the context. The aim of this paper is to show and explain this diversity by looking at three areas where systems design is of interest, namely: 1/ building software or hardware architectures composed of components interacting asynchronously, 2/ synchronous hardware design from IP’s, and 3/ designing distributed real-time control systems. A large part of this paper relies on other people’s work, I indicate appropriate references in each case.

1 Think Synchronously, Act Asynchronously

This is a widely used engineering practice in several important areas where embedded systems are designed.

Real-time control systems such as encountered in automobiles or even more in aeronautics, interact continuously with a physical system for the purpose of achieving some desired behaviour. The underlying physical system for control has its own dynamics. This dynamics is typically approximately modeled by some partial differential equation, or, more approximately, by some system of differential equations. As examples, think of car or aircraft engine combustion, car of aircraft dynamics, and so on. The important fact is that this dynamics is global and bound to physical time and space.

Analog control design consists in building another dynamical system to be put in closed loop with the physical one, in order to achieve a desired response to both external stimuli from the operator (the requests to be satisfied), and disturbances from the environment (against which robustness is required). Computer control, which has replaced the traditional analog control, aims at providing the same service, with a drastic improvement in flexibility and intelligence, but at the price of digitalization.

In doing his job, the designer handles global state and time, he thinks globally. Said in computer science terms, the designer thinks “synchronously”. The important fact to know about control engineering practice is that the designer
is aware that the model he uses is only approximate. And this approximation occurs in both time and space:

- in *time*: sensing devices are only approximately synchronized, applying the computed control takes time, in other words, the (distributed) computer system acts with some (limited) asynchrony;
- in *space*: measurements are noisy, disturbances from the environment can be poorly known, models used are approximate (sometimes very coarsely so).

Until quite recently, the second problem (approximation in space) has overcame the first one. The reason is that continuous control and regulation was the dominating task, for which approximation in time was solved using well established concepts from control such as that of *phase margin*\(^1\). However, real-time control systems have become much more complex by involving mode changes, protection, and more generally supervision and human-machine interaction. This results in a complex combination of continuous and discrete control, popularized recently as *hybrid* systems.

It turns out that the classical approach of control engineering to deal with approximation in time no longer suffices for the more complex embedded control systems. The lesson, first noticed and analyzed by Paul Caspi in [6], is that

the synchrony/asynchrony issue, in distributed real-time embedded control systems, is motivated by the requested robustness against approximation in time.

In modern high performance hardware such as prevalent in embedded systems today, the combination of request for higher performance (small size, low power, high throughput and low latency), and low cost, calls for a design of systems from available components without paying (too much) for the corresponding overhead. Here we quote some arguments from L.P. Carloni, K.L. McMillan, and A.L. Sangiovanni-Vincentelli [5].

In hardware, while the number of gates reachable in a cycle will not change significantly and the on-chip bandwidth that wires provide will continue to grow, the percentage of the die reachable within one clock cycle will decrease dramatically: we will soon reach a point where more gates can be fit on a chip than can communicate in one clock cycle. In particular it has been predicted that for deep sub-micron designs a signal will need more than ten clock cycles to traverse the entire chip area. Also, it has been estimated that only a fraction of the chip area between 0.4% and 1.4% will be reachable in one clock cycle. This calls for a fine and efficient tuning of placement, routing, pipelining, and retiming. However, since precise data on wire-lengths are available only late in the design process, several costly re-designs become necessary to change the placement or the speed of the chip modules while satisfying performances and functionality

---

\(^1\) When designing a PID feedback loop, the designer provides robust control by ensuring some *gain margin* (to be robust against uncertainty in the gain and damping of the systems poles), and some *phase margin* (to be robust against uncertainty in the phase of the systems poles, or, equivalently, to be robust against various delays that can result from both the sensing and computer equipments).
constraints. Even worse, predefined Intellectual Properties (IP) cannot take into account such data, as these are inherently bound to the global system design. Still, low cost design of hardware calls for a design methodology that maintains the inherent simplicity of synchronous design, and yet does not suffer from the “interconnect-delay problem”. The idea is that, at early stage of the design, both IP’s and the system can be regarded as completely synchronous, i.e., just as a set of modules that communicate by means of channels having “zero-delay”, i.e., a delay negligible with respect to the period of the common “virtual” clock signal. And it is wished that, at later stages of the design where actual real clocks are used, with precise frequency and phase, proper retiming, pipelining, and resynchronization be automatically taken care of. In this way, successive re-designs are performed at the early design stage, where the simple synchronous model is assumed, and costly manual re-design phases are avoided. Note that the resulting hardware is still synchronous, we do not consider here the more advanced “asynchronous” technologies, in which the global synchronization of the different clocks is not maintained throughout the die. To summarize,

the synchrony/asynchrony issue, in synchronous hardware systems design from IP’s, consists in providing assistance for the design of proper retiming, pipelining, and resynchronization, which result from the “interconnect-delay problem”.

Design of software systems from components is the prevalent approach, e.g., in telecommunications systems today. The migration, from a network dominant architecture to a service dominant one, results in an increase in Quality of Service (QoS) requirements. QoS is more and more taken care of by processing at the edges of the network, not within its backbone. The increase in versatility of services calls for far more dynamical protocol suites and frequent updates or upgrades of protocols. Also, software radio is a central technology for the 4th generation telecommunications. Thanks to ultra wide band, high performance, A/D converters, used in the front end of receivers, entire communication protocols can migrate to a fully digital technology. This makes it possible to dynamically and adaptively change the protocols at a receiver station. In the whole, this trend calls for drastic improvements in network management middleware and corresponding software architectures, in order to facilitate the reuse of predefined components. The essence of this point of view is that the systems software is made of Java/C/C++ distributed components interacting asynchronously via threading mechanisms, OS primitives, or software bus architectures.

The explosion of resulting middleware typically results in a huge overhead at run time. One of the techniques envisioned to face this is the combination of reflexive architectures \cite{10, 11} and specialization of pre-defined generic components (both off-line and on-line) \cite{12, 13}.

However alternative approaches can be considered. While the above fully asynchronous point of view is perfectly valid when the major issue is that of resource sharing by different components which otherwise do not interact, it is no longer efficient at handling software or SW/HW systems, implementing, e.g., software radio techniques. In the latter case, the different components (filter banks, channel/source codes, protocols, schedulers) must effectively cooperate
at delivering the overall expected function. Once more, the synchronous point of view can drastically simplify the early stages of the design, by providing easier specification, debugging and verification, and code optimization. Also, this point of view offers a smooth transition from a signal processing oriented style of specification, down to the system deployment.

The typical architecture is parallel and distributed (in the small), and involves a combination of DSP’s, ASIC’s, micro-processors, and communication buses. The resulting model of target architecture is Globally Asynchronous, Locally Synchronous (GALS). GALS architecture share some features with asynchronous ones: no global clock drives it, and no global state is available. For this and similar cases,

the synchrony/asynchrony issue consists in providing assistance for a correct-by-construction migration from a synchronous specification to a GALS type of architecture; here, correct-by-construction means that the specified logical function is implemented, and some “soft” real-time performance requirements are satisfied.

The rest of this paper is devoted to discussing how the above three informal problems can be or have been formalized.

2 Distributed Real-Time Control Systems [6]

Here we must start from physics, since controlling a physical plant or device is, after all, the duty. Regardless of issues of digitalization and measurements, we shall consider the ideal case in which the physical system in consideration stays in closed loop with some analog feedback, and is subject to mode changes and reconfigurations. The adequate model for this is a hybrid dynamical system. One possible general model is the following:

\[
\begin{align*}
\dot{x} &= f(x, v, t, q) \\
y &= h(x, v, t, q) \\
\alpha &= a(x, u) \\
\alpha &\neq \alpha_- \Rightarrow T(q, \alpha, q')
\end{align*}
\] (1)

Equations (1) constitute the continuous part of the model. It is a dynamical system having \( t \in \mathbb{R} \) as real time, \( v \in \mathbb{R}^m \) as disturbance from the environment, \( x \in \mathbb{R}^n \) as continuous state, \( y \in \mathbb{R}^p \) as continuous output, and \( q \in Q \) belongs to some finite alphabet of discrete states, figuring the current mode — mode \( q(t) \) is piecewise constant in time. Hence dynamics (1) is mode dependent. Equation (2) generates mode changes, it is driven by some control \( u \) (say, from the operator), and function \( a \) takes its values in some finite alphabet \( A \) of mode change requests. Thus \( \alpha \) is a piecewise constant signal, which we regard as continuous from the right, i.e., \( \alpha(t) = \lim_{s \searrow t} \alpha(s) \) holds, its left limits are denoted by \( \alpha_-(t) = \lim_{s \nearrow t} \alpha(s) \), and a mode change request occurs when \( \alpha(t) \neq \alpha_-(t) \). This mode change request results in a mode change according to formula (3), where \( T(q, \alpha, q') \) is the transition relation of a finite state automaton.
Formulas (1, 2, 3) can be regarded as a generic model of hybrid component, and such models can be connected by either synchronizing their mode change automata, or connecting some continuous outputs of a component to corresponding continuous inputs in another component.

Now assuming that available techniques from modern robust control theory and engineering can deal with the continuous part, let us focus on the discrete part. It consists of the two formulas (2, 3), actually the key equation for our discussion is (2).

This equation summarizes the transformation, from the pair \((x, u)\) consisting of the states and stimuli received from the environment, to the mode change request signal \(\alpha\). Interpret equation (3) as the discrete control implemented within the computer, then equation (2) abstracts the complex process of 1/ performing distributed measurements, digitalization, and possibly thresholding, and 2/ collecting these partial informations through the communication bus to compute change mode request. This can be summarized as in figure 1. In this figure, we show three different piecewise constant signals, they result from some thresholding mechanism associated to the distributed sensors. Each sensor has its own independent clock to drive A/D conversion, and the clocks are loosely synchronized (their sampling frequencies are nearly the same, but their phases are different and subject to jitter). The phases include transmission delay from sensor to computer. Clearly, for a given tuple of analog sensor records, the combination of their different \textit{sampled} versions may differ in general, due to slight deviations occurring within each clock and nondeterminism in communication delays. Hence the computation of \(\alpha\) can yield different results, depending on the clock drifts and jitters, and communication delays. The request is that \textit{the behaviour of the purely discrete part (3) should not depend on such variations} (by this we mean that the resulting sequence of successive discrete states should remain the same). Otherwise, spurious, unexpected, behaviours of the discrete controller may arise. And these spurious behaviours would not be encompassed.
Some Synchronization Issues

by the purely “synchronous” abstract model, and therefore could not be exhibited by model checking its single discrete part. The lesson is that

robustness against uncertainties with respect to physical sampling time, communication delays, and timing uncertainties in RTOS primitives, is the very question in distributed real-time control systems.

We refer the reader to [7] for possible solutions to ensure such a robustness.

3 Synchronous Hardware Design from IP’s [5]

To my mind, the approach I discuss here, which is due to [5], consists in adapting classical ideas from Leiserson’s retiming techniques for hardware, to the more recent concept of IP. Let me briefly explain how I see this.

3.1 The Folklore of Retiming

A simple model of synchronous hardware consists of a data-flow graph $G$, i.e., a DAG whose vertices figure variables, and branches figure dependencies. For $u, v$ two variables, and $k$ the integer time index:

- draw a branch $u \rightarrow v$ if $v_k$ uses $u_k$ for its computation, and
- draw a branch $u \rightarrow^{n} v$ if the $k$th occurrence, $v_k$, of $v$ uses the $n$-shifted version $u_{k-n}$ of $u$, for its computation. Call integer index $n$ the weight of the branch.

Note that $u \rightarrow v$ can be seen as a short hand for $u \rightarrow^{0} v$. The weight of a path in the graph is simply the sum of the weights of its successive branches. A graph is called well formed if every circuit has a strictly positive weight. We consider only well formed graphs, for simplicity. Now the question is: find modifications of $G$ that will not change its semantics. We claim that any combination of the following primitive changes has the desired property:

(a) Moving latches around. Let $v$ be a variable. Denote by $u_1, \ldots, u_p$ the variables of $G$ such that $u_i \rightarrow^{m} v, i = 1, \ldots, p$ are branches of $G$, and denote by $w_1, \ldots, w_q$ the variables of $G$ such that $v \rightarrow^{n_j} w_j, j = 1, \ldots, q$ are branches of $G$. Associate to $v$ a positive or negative integer $m \in \mathbb{Z}$. Using $m$, modify $G$ by performing the following changes:

$$
\begin{align*}
& u_i \rightarrow^{n_i} v \rightarrow^{m} u_i \rightarrow^{n_i-m} v \\
& v \rightarrow^{n_j} w_j \rightarrow^{m} w_j
\end{align*}
$$

meaning that we pick $m$ latches from each ingoing branch of $v$, and move them to each outgoing branch of it. Clearly, this shifts $v$ by $m$ ticks, but this does not change the map

$$(u_i, i = 1, \ldots, p) \mapsto (w_j, j = 1, \ldots, q)$$
We consider that shifting \( v \) in time is acceptable, as long as its sequence of successive values remains the same. Hence we regard transformation (a) as a semantic preserving transformation. Of course, for (a) to be feasible, we need that \( m \) satisfies the following condition (there are no “negative latches”):

\[
\forall i = 1, \ldots, p : n_i - m \geq 0 \quad \text{and} \quad \forall j = 1, \ldots, q : n_j + m \geq 0.
\]

(5)

One way of satisfying condition (5) is to provide input signals with additional latches. This only increases the overall latency of the circuit, but otherwise does not change its behaviour. If enough input latches are added, then satisfying (5) is eventually possible.

(b) Upsampling. The successive occurrences of variable \( v \) are denoted by \( v_k, k = 1, 2, \ldots \). Now, pick \( J > 1 \) an integer, and set

\[
v'_l := \begin{cases} 
  v_k & \text{if } l = kJ \\
  \tau, & \text{else}
\end{cases}
\]

where \( \tau \) is a special value, called non informative, not belonging to any useful domain, \( \tau \) is to be interpreted as a don’t care. Ignoring don’t cares in \( v' \) yields again \( v \). If we perform this globally using the same integer \( J \) at all vertices of the data-flow graph \( G \), we preserve the semantics (just ignore don’t cares, as said before).

Now, applying successively transformations of types (a) or (b) in any order, still preserves the semantics: the different signals are preserved, up to a shift, and ignoring don’t cares yields again the original signals. Playing with this allows to adjust throughput and latency of the circuit. This is classical stuff, very useful indeed to synthesize pipelining.

Note that transformation (b) can be generalized by allowing a “variable upsampling”: there is no need that informative values in a signal be separated by a fixed number \( J \) of don’t cares. The only thing which matters is that don’t cares should be inserted simultaneously, for every variable. Then ignoring don’t cares yields again the original signals. Therefore, the upsampling can be, so to say, modified “on-line” while the circuit is running.

Well, assume we wish to implement the function specified by the original \( G \) (I mean prior to any transformation (a) or (b)), in the form of a hardware block being part of a larger circuit. Then, as argued in section (b) input wires may be shifted in time, due to “interconnect-delay problem”. If this shift is fixed, then we can use transformations (a) and (b) to compensate for such a mismatch. However, it may be the case that this interconnect-delay can vary with time, just because routing can be data dependent, dynamically. Then, we need to resource to the generalized rule (b) to solve the problem.

This is fine if we have the environment of the considered block at hand. But we are still not done if such an information is not available. Unfortunately, this is precisely the case for IP’s, since they are designed prior to their possible reuse, so their future environments are not known! The nice idea of [3] is to design a priori the considered block in such a way that it adjusts automatically to any interconnect-delay, on-line. This is called latency insensitive design, we briefly explain it hereafter.
3.2 The Models Used

There are basically two models of interest:

**strictly synchronous**: According to this model, there is some given finite set $V$ of variables, and a state $x$ assigns an effective value to each variable $v \in V$. A *strictly synchronous behaviour* is a sequence $s = x_1, x_2, \ldots$ of states. A *strictly synchronous process* is a set of strictly synchronous behaviours. A *strictly synchronous signal* is the sequence of values $s_v = v(x_1), v(x_2), \ldots$, for $v \in V$ given. Hence all signals are indexed by the same totally ordered set of integers $\mathbb{N} = \{1, 2, \ldots\}$ (or some finite prefix of it). Hence all behaviours are *synchronous* and are tagged by the same clock, this is why I use the term “strictly” synchronous. In practice, strictly synchronous processes are specified using a set of legal *strictly synchronous reactions* $R$, and therefore strictly synchronous processes take the form

$$P = R^\omega,$$

where superscript “$^\omega$” denotes unbounded iteration. Composition is defined as the intersection of the set of behaviours, it is performed by taking the conjunction of reactions:

$$P \parallel P' := P \cap P' = (R \land R')^\omega. \tag{6}$$

This is the classical mathematical framework used in synchronous hardware modelling. It raises problems when using it as a framework for IP design, as it does not comply with retiming.

**synchronous**: Here the model is the same as in the previous case, but every domain of data is enlarged with some *non-informative* value, denoted by the special symbol $\tau$. A $\tau$ value is to be interpreted as a don’t care. Values different from $\tau$ are called *informative*, since they correspond to actual, useful values for use in computing the outputs of the circuit. Besides this, things are as before: a state $x$ assigns an informative or non-informative value to each state variable $v \in V$, where $V$ is some given finite set of variables. A *synchronous behaviour* is a sequence of states. A *synchronous process* is a set of synchronous behaviours. A *synchronous signal* is the sequence of informative or non-informative values $s_v = v(x_1), v(x_2), \ldots$, for $v \in V$ given. And composition is performed as in (6). Hence, strictly synchronous processes are just synchronous processes involving only informative values.

3.3 The Problems

The idea is that we wish to implement a strictly synchronous specification $P$ by means of a synchronous process $P^\ell$, insensitive to latency. Then $P^\ell$ is the version of $P$ for use as an IP block. For this the following problems need to be addressed.
Problem 1: how to model that a synchronous process $P^\ell$ implements a strictly synchronous specification $P$, while being insensitive to latency? The picture is that valuations of variables travel on wires of the design, and this causes latency and may require pipelining. Such latency may take several clock cycles, and can differ for different variables (since different wires are used). How to reflect this in the model? For $v \in V$, pick some signal

$$s_v = v(x_1), v(x_2), v(x_3), \ldots \in P.$$  

(7)

To reflect a wire-dependent latency, the same signal, observed later on along a wire, has (for example) the form

$$s^\ell_v = \tau, v(x_1), \tau, v(x_2), \tau, \tau, v(x_3), \ldots$$  

(8)

i.e., $\tau$ symbols can be inserted at arbitrary places of the original signal $s_v$. This is the mechanism of stalling a signal. Conversely, for $s^\ell_v$ as in (8), its strict counterpart is given in (7). For $v$ a variable, denote by

$$\chi_v : s^\ell_v \mapsto s_v$$

the map giving the strict version of a stalled signal, and denote by $\chi_V$ the tuple composed of the $\chi_v$ where $v$ ranges over the considered set $V$ of variables. For $P^\ell$ a process having $V$ as set of variables, its image $\chi_V(P^\ell)$ by $\chi_V$ is called the strict process corresponding to $P^\ell$.

A process $P^\ell$ is called patient iff it satisfies the following: for all $s \in P^\ell$, all input signal $s_i$ of $s$, and all instant $k$, there exists another behaviour $\text{stall}(s) \in P^\ell$, whose $i$-signal coincides with $s_i$ before instant $k$, has a $\tau$-event at $k$, and can be further stalled after $k$. It is clear (but tedious verifying) that the i/o-connection of patient processes is patient. The intuition is that a patient process can still offer the desired reaction to an input event if this input is delayed.

Let us formalize this some more. A singleton buffer is any process which possesses two variables $v_i, v_o$ (standing for “input” and “output”), and has the identity process $s_{v_o} := s_{v_i}$ as corresponding strict process\(^2\). A buffer is simply the parallel composition of finitely many singleton buffers involving disjoint sets of variables (i.e., having no interaction). It has $V_i, V_o$, two copies of the same set $V$, as input and output variables; for each $v \in V$, the pair $(v_i, v_o)$ is related via a singleton buffer. In the following theorem, $P^\ell$ and $Q^\ell$ are two processes having disjoint sets of variables, communicating by means of a buffer having $V_i, V_o$ as sets of input and output variables ($V_i$ is shared by $P^\ell$ and the buffer, and $V_o$ is shared by the buffer and $P^\ell$).

**Theorem 1** (\[5\]). If $P^\ell$ and $Q^\ell$ are patient processes, and $B, B'$ are two buffers as stated before, then

$$\chi_V(\text{P}^\ell \parallel B \parallel Q^\ell) = \chi_V(\text{P}^\ell \parallel B' \parallel Q^\ell) = P \parallel Q,$$

where $P, Q$ are the strict processes corresponding to $P^\ell$ and $Q^\ell$.

Setting for instance $B' = Id$ (the identity buffer), theorem\(^3\) implies in particular that inserting a buffer does not change the corresponding strict process.

\(^2\) Here I simplify by accepting unbounded buffers. A more precise analysis is performed in \[5\].
Problem 2: for $P$ a strict process, how to build a patient process $P^\ell$ such that $\chi_V(P^\ell) = P$? Here I deviate from [5] and rather propose a solution formulated as an extension of the classical technique of subsection 3.1. The idea is to interleave communication rounds and adaptive retiming, and to perform actual computations only when corresponding functions are provided with informative values for all their input variables. We detail this next.

Our starting point is the data-flow graph $G$ serving as our original specification. Hence $G$ implements a strict process and is supposed to process only informative values, it is defined as in subsection 3.1. To encompass the interaction with the environment, we enlarge $G$ with additional branches of the form

$$\longrightarrow u$$

where $u \in V^i$ (the set of input variables), and the missing vertex at the origin of the branch refers to the environment.

To each variable $v$ of $G$ we associate a weight as in (4), we denote it by $m_v$. The tuple of all $m_v$, for $v$ ranging over $V$, is denoted by $m_V$. The moving of latches is equivalently encoded by our set of weights $m_V$, and we must restrict ourselves to sets of weights satisfying the feasibility condition (5). As an initial value for $m_V$ we set

$$\forall v \in V : m_v := 0.$$  \hspace{1cm} (10)

Hence our original data structure to model the circuit is the pair $(G, 0)$ consisting of $G$ together with the zero weighting (10). Then the pair $(G, m_V)$ is updated on-line, at each reaction, according to the following protocol.

As a simple case, suppose that all input wires of $G$ receive informative values for the first round. Then the reaction can proceed as specified by $G$ directly, and the circuit can wait for a second set of input values. This was the trivial case. The interesting case is of course when at least one input wire offers a non-informative value $\tau$ for the first reaction. Assume this occurs exactly for one single $u \in V^i$. What can we do?

The key idea is to model the reception of a non informative value on input wire $u$ via the insertion of a negative delay in the corresponding input branch of $G$:

$$\text{update } G : [\longrightarrow u] \mapsto [\longrightarrow -1 u]$$  \hspace{1cm} (11)

Of course this negative delay can be equivalently implemented by buffering all informative values received at the other input wires, for proper resynchronization at the next reaction with the considered late input wire $u$.

But we can be more clever indeed. Denote by $u^\rightarrow$ the subset of the variables $v \in V$ which instantaneously depend on input $u$, i.e., there exists a path from $u$ to $v$ in $G$ having zero weight. Then we update the set of weights $m_V$ as follows:

$$\forall v \in u^\rightarrow : m_v := m_v - 1$$
$$\forall v \notin u^\rightarrow : m_v := m_v$$

(12)
Using the weights (12) we apply rule (11) of retiming. Having $m_v = -1$ for $v \in u \rightarrow$ results in: 1/ assuming the availability of one latch at the output wires belonging to $u \rightarrow$, and, 2/ moving these latches backward until a variable not belonging to $u \rightarrow$ is reached. In passing we have compensated the negative delay in front of $u$ by a positive one, therefore making the whole synchronization correct. As a result, variables not belonging to $u \rightarrow$ are evaluated immediately, and the evaluation of other variables is delayed, hence $\tau$ values are not effectively processed. This results in an eager evaluation scheme implementing the original, strict, specification.

Generalizing this idea results in the following protocol for updating on-line the pair $(G, m_V)$ at each reaction, where notation $s_u(x)$ denotes the value of input variable $u$ for the considered behaviour, at the current reaction:

update $G$ : 
$$s_u(x) = \tau \Rightarrow [n \rightarrow u] \mapsto [n-1 \rightarrow u]$$

update $m_V$ :
$$\forall v \in U \rightarrow : m_v := m_v - 1$$
$$\forall v \notin U \rightarrow : m_v := m_v$$
where : $U \rightarrow = \bigcup u : s_u(x) = \tau \ u \rightarrow$

One particular case of interest for this protocol is that of a stuttering or stalling reaction, in which all input wires receive a non informative value. Then a negative delay is added at each input wire, which is compensated by backward propagating, from each output wire, a (positive) delay. Of course we better do nothing and simply skip this reaction! In general, this protocol is applied by suitable adaptive routing of the data through a predefined set of latches. This can be done at the chosen level of granularity (here I assume the finest level, namely one node of the graph $G$ per function, but one node per IP is probably a more realistic choice, further analyzed in [5]).

Comparing this solution to the one proposed in [5], our adaptive retiming protocol corresponds to the equalizers of [5], and the use of stuttering or stalling reactions correspond to the stallable processes of [5]. The latter study is more precise, however, since it takes into account the request of resourcing only to a bounded set of latches.

4 Building Software or Hardware GALS Architectures

Here we discuss a different situation. We wish to assist the mapping from synchronous specifications to GALS implementations. Here we insist on logical correctness, meaning that each synchronous component should have exactly the same set of behaviours, be it composed synchronously (as in the specification) or asynchronously with the other synchronous components (as in the GALS implementation architecture). As said before, logical correctness is the driving requirement, real-time requirements are soft ones, and are generally ancillary.

Thus the requirements share some similarity with those of section 3. But there are significant differences: our GALS model is not “globally ticked”, and does not have a global state. The problem considered in this section is in fact an extension of the one considered in section 3.
4.1 The Models Used

Here we consider two different models:

**synchronous**: Processes progress via an infinite sequence of reactions:

\[ P = R^\omega \]

where \( R \) denotes the family of possible reactions, a reaction is a transition relation relating successive states. Within a state, some events can be absent, modelled by the occurrence of a special, non informative symbol \( \tau \), also denoted by \( \bot \) following the notations of \( [2][3][4] \). And the control can use the absence of these events as a viable information. Parallel composition is given by taking the pairwise conjunction of associated reactions, whenever they are composable:

\[ P_1 \parallel P_2 = (R_1 \land R_2)^\omega \]

This results in having

\[ P_1 \parallel P_2 = P_1 \cap P_2 \]

This model coincides with the synchronous model of section 3.

**asynchronous**: Reactions cannot be observed any more, no global clock exists. Instead a behaviour is a tuple of signals, and each individual signal is a totally ordered sequence of (informative) events. A process \( P^a \) is a set of behaviours. “Absence” cannot be sensed, and has therefore no meaning. Composition occurs by means of unifying each individual signal shared between two processes:

\[ P_1^a \parallel_a P_2^a := P_1^a \cap P_2^a \]

This models in particular the communications via asynchronous unbounded FIFOs. More generally, a reliable communication medium is assumed, in which messages are not lost, and for each individual channel, messages are sent and received in the same order, but no global synchronization is assumed.

In our study we consider in particular the following two different architectures:

**synchronous architecture**: see above. We use it for the specification stage.

**GALS architecture**: a network of synchronous processes, interconnected by asynchronous communications (as defined above). We use it as deployment architecture.

And the central issue is: *what do we preserve when deploying a synchronous specification on a GALS architecture?*

4.2 The Fundamental Problems

Before stating the problems, let me say that \( [2][3][4] \) assumes that the considered synchronous processes are *stuttering invariant*, meaning that in each state \( x \) it is always possible to keep “silent”, by not changing the state and not emitting
anything (i.e. emitted variables have the value \(\perp\)). Stuttering invariance is a key notion when considering open systems, since it is always possible, for a system, to be subsequently combined with another one which will be active while the considered one stutters. Note that stuttering invariance has some similarity with ‘‘stallability’’ introduced in [5] and discussed in section 4.1.

**Problem 1: what if a synchronous block receives its data from an asynchronous environment?**

Focus on a synchronous block within a GALS architecture, it receives its inputs as a tuple of (non synchronized) signals. Since some events can be absent in a given state, it can be the case that some signal will not be involved in a given reaction. But since the environment is asynchronous, this information is not provided by the environment. In other words, the environment does not offer to the synchronous block the correct model for its input stimuli. In general this will drastically affect the semantics of the block. However, some particular synchronous blocks are robust against this type of difficulty. How to formalize this?

Let \(P\) be such a block. Let \(\sigma = x_0, x_1, x_2, \ldots\) be a behaviour of \(P\), i.e., a sequence of states compliant with the reactions of \(P\). Let \(V\) be the (finite) set of state variables of \(P\), each state is a valuation of all \(v \in V\), including the possible special status \(\text{absent}\), which is denoted by the special symbol \(\perp\) in [2][3][4], the valuation of \(v\) at state \(x\) is written \(v(x)\). Hence we can write equivalently

\[
\sigma = (v(x_0))_{v \in V}, (v(x_1))_{v \in V}, (v(x_2))_{v \in V}, \ldots \\
= (v(x_0), v(x_1), v(x_2), \ldots)_{v \in V} \\
= \text{def} \ (v)_{v \in V}
\]

Now, for each separate \(v\), remove the \(\perp\) from the sequence \(\sigma_v = v(x_0), v(x_1), v(x_2), \ldots\), this yields a (strict) signal

\[
s_v = \text{def} \ s_v(0), s_v(1), s_v(2), \ldots
\]

where \(s_v(0)\) is the first non \(\perp\) term in \(\sigma_v\) and so on. Finally we set

\[
\sigma^a = \text{def} \ (s_v)_{v \in V}
\]

The so defined map \(\sigma \mapsto \sigma^a\) takes a synchronous behaviour, and returns a uniquely defined asynchronous one. This results in a map

\[
P \mapsto P^a
\]

defining the desynchronization \(P^a\), of \(P\). Clearly, the map \(\sigma \mapsto \sigma^a\) is not one-to-one, and thus it is not invertible. However, we have shown in [2][3][4] the first fundamental result that

\[
\text{if } P \text{ satisfies a special condition called endochrony, then } \forall \sigma^a \in P^a \text{ there exists a unique } \sigma \in P \text{ such that } \sigma \mapsto \sigma^a \text{ holds!} \quad (15)
\]

This means that, by knowing the formula defining reaction \(R\) such that \(P = R\omega\), we can uniquely reconstruct a synchronous behaviour, from observing its desynchronized version. In addition, it is shown in [2][3][4] that this reconstruction
can be performed on-line meaning that each continuation of a prefix of \( \sigma^a \) yields a corresponding continuation for the corresponding prefix of \( \sigma \). The important point about result (15) is that endochrony can be model checked on the reaction \( R \) defining the synchronous process \( P \). Also,

any \( P \) can be given a wrapper \( W \) making \( P \| W \) endochronous.  \( \text{(16)} \)

How can we use (15) to solve problem 1? Let \( E \) be the model of the environment, it is an asynchronous process according to our above definition. Hence we need to formalize what it means having “\( P \) interacting with \( E \)” since they do not belong to the same world. The only possible formal meaning is

\[
P^a \|_a E
\]

Hence having \( P^a \) interacting with \( E \) results in an asynchronous behaviour \( \sigma^a \in P^a \), but using (15) we can reconstruct uniquely its synchronous counterpart \( \sigma \in P \). So this solves problem 1.

However considering problem 1 is not enough, since it only deals with a single synchronous block interacting with its asynchronous environment, it does not consider the problem of mapping a synchronous network of synchronous blocks onto a GALS architecture.

**Problem 2: what if we deploy a synchronous network of synchronous blocks onto a GALS architecture?** Consider the simple case of a network of two blocks \( P \) and \( Q \). Since our communication media behave like a set of FIFOs, one per each signal sent from one block to the other, we perfectly know what the desynchronized behaviours of our deployed system will be:

\[
P^a \|_a Q^a
\]

There is not need for inserting any particular explicit model for the communication medium, since by definition \( \|_a \)-communication preserve each individual asynchronous signal (but not their global synchronization!). In fact, \( Q^a \) will be the asynchronous environment for \( P^a \) and vice-versa.

Now, if \( P \) is endochronous, then, by having solved problem 1 we can uniquely recover a synchronous behaviour \( \sigma \) for \( P \), from observing an asynchronous behaviour \( \sigma^a \) for \( P^a \) as produced by \( P^a \|_a Q^a \).

But we are still not happy: it can be the case that there exist some asynchronous behaviour \( \sigma^a \) for \( P^a \) produced by \( P^a \|_a Q^a \), which cannot be obtained by desynchronizing the synchronous behaviours of \( P \| Q \). In fact we only know in general that

\[
(P \| Q)^a \subseteq (P^a \|_a Q^a)
\]

However, we have shown in [2][3][4] the second fundamental result that

if \( (P, Q) \) satisfies a special condition called *isochrony*,
then equality in (17) indeed holds!
The nice thing about isochrony is that it is *compositional*: if \(P_1, P_2, P_3\) are pairwise isochronous, then \((\parallel P_1 P_2, P_3)\) is an isochronous pair, so we can refer to an *isochronous network* of synchronous processes. Also, isochrony enjoys additional useful properties listed in \[2\][3][4]. Again, the condition of isochrony can be model checked on the pair of reactions associated to the pair \((P, Q)\), and

any pair \((P, Q)\) can be given *wrappers* \((W_P, W_Q)\) making \((P\parallel W_P, Q\parallel W_Q)\) an isochronous pair. (19)

Just a few additional words about the condition of isochrony, which is of interest per se. Synchronous composition \(P\parallel Q\) is achieved by considering the conjunction

\[
R_P \land R_Q
\]

of corresponding reactions. In taking this conjunction of relations, we ask in particular that common variables have identical status present/absent in both components, in the considered reaction. Assume we relax this latter requirement by simply asking that the two reactions should only agree on effective values of common variables, *when they are both present*. This means that a given variable can be freely present in one component but absent in the other. This defines a “weakly synchronous” conjunction of reactions, we denote it by

\[
R_P \land_a R_Q
\]

In general, \(R_P \land_a R_Q\) has more legal reactions than \(R_P \land R_Q\). It turns out that the isochrony condition for the pair \((P, Q)\) writes:

\[
(R_P \land R_Q) \equiv (R_P \land_a R_Q)
\]

### 4.3 A Sketch of the Resulting Methodology

How can we use (15) and (18) for a correct deployment on a GALS architecture? Well, consider a synchronous network of synchronous processes

\[
P_1 \parallel P_2 \parallel \ldots \parallel P_K
\]

such that

\[\text{(GALS}_1\text{)}: \text{each } P_k \text{ is endochronous, and} \]
\[\text{(GALS}_2\text{)}: \text{the } P_k, k = 1, \ldots, K \text{ form an isochronous network.}\]

Using condition (GALS2), we get

\[
P_1^a \parallel_a (P_2^a \parallel_a \ldots \parallel_a P_K^a) = (P_1 \parallel P_2 \parallel \ldots \parallel P_K)^a
\]

Hence every asynchronous behaviour \(\sigma_1^a\) of \(P_1^a\) produced by its interaction with the rest of the asynchronous network \((P_2^a \parallel_a \ldots \parallel_a P_K^a)\) is a desynchronized version of a synchronous behaviour of \(P_1\) produced by its interaction with the rest of the synchronous network. Hence the asynchronous communication does not add spurious asynchronous behaviour. Next, by (GALS1), we can reconstruct on-line this unique synchronous behaviour \(\sigma_1\), from \(\sigma_1^a\). Hence,
Theorem 2. For \( P_1 \parallel P_2 \parallel \ldots \parallel P_K \) a synchronous network, assume the deployment is simply performed by using an asynchronous mode of communication between the different blocks. If the network satisfies conditions (GALS\(_1\)) and (GALS\(_2\)), then the original synchronous semantics of each individual block of the deployed GALS architecture is preserved (of course the global synchronous semantics is not preserved).

To summarize, a synchronous network satisfying conditions (GALS\(_1\)) and (GALS\(_2\)) is the right model for a GALS-targetable design, and we have a correct-by-construction deployment technique for GALS architectures. The method consists in preparing the design to satisfy (GALS\(_1\)) and (GALS\(_2\)) by adding the proper wrappers, and then performing brute-force desynchronization as stated in theorem 2.

5 Discussion

Of course there are similarities:

- The general concern is the same, namely to formalize the construction of modular architectures by providing a correct by construction methodology.
- The role and use, in sections 4 and 11 of special symbols e.g., \( \bot \) and \( \tau \) is similar\(^3\). Stuttering invariant processes of \([2][3][4]\) very much correspond to stallable processes of [5]. The mechanism of stalling in [5] is reminiscent of the desynchronization mechanism of \([2][3][4]\) (\(\tau\)'s are wildly inserted in individual signals in the former case, whereas synchronization barriers of reactions are lost in the latter). Also, system distribution in real-time control systems (section 2) also causes nondeterministic delay.
- The use of equalizers in [5] resembles the special protocol used in \([2][3][4]\) to reconstruct \( \sigma \) from \( \sigma^a \), see the detailed papers. Both involve a certain type of “blocking” or “delaying” reactions until necessary information is made available. It turns out that using “thick” events in combination with the so-called confirmation mechanism proposed by Caspi, performs the same for distributed real-time control systems, but in an implicit way.

Now there are differences:

- The work of \([2][3][4]\) was intended to target architectures in which no global clock nor state is available, this differs from [2] in which synchronized hardware was considered, therefore providing global clock and state. Worse, for distributed real-time control systems, handling discrete events is not enough and the problem does not reduce to the only preserving of the discrete time/discrete event semantics.
- The approach of [5] is suited to synchronized hardware, it is not applicable to distributed software architectures in which communication is offered by some OS or middleware services. In \([2][3][4]\) we were rather targeting either

\(^3\) The use of “absent” or “non-informative” \( \bot \) symbol was considered important, from the very beginning, when developing the Signal synchronous language [1][9].
pure SW or mixed HW/SW. For HW, the techniques of [2][3][4] still apply, a variation of it has been used by the Signal team with Paul Le Guernic and colleagues [8].

- In [5], the early spec for an IP is in fact the strict process it implements, there every signal has only informative events and an identical clock. In [2][3][4], the early spec is “multiclock” from the beginning, we distinguish between “running signals” and, say, “interruptions” and consider they are tagged by different clocks — they are not synchronous in the sense of [7]. Again, the early spec for distributed real-time control systems is much more subtle, as it already involves robustness requirements, from the very beginning, against variations of phase and delay in the \{system + controller\} dynamics, but these robustness requirements are considered mainly for the continuous control part. Then the very question is to make sure that distributing the computer control architecture still guarantees that the above robustness is maintained, including the discrete control part.

To conclude, “think synchronously – act asynchronously” emerges as a common paradigm for the design of embedded systems from components. We have discussed three different cases implementing it (the case of real-time control is still currently under finalization by Paul Caspi & friends). In some sense, one can see deep similarities between these different cases, and I can imagine that knowing the techniques used therein would allow one to find the proper adaptation for yet another, slightly different situation. Topologists or dynamicists are challenged to understand, capture, and formulate these diverse situations within a common mathematical framework, this challenge is certainly non trivial, given the diversity of the different mathematical approaches today.
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Abstract. The synchronous programming methodology for reactive systems has been developed since the beginning of the 80’s and it is currently used in numerous critical embedded systems projects. The methodology is based on a strong mathematical framework that rigorously established the semantics of synchronous formalisms. The main industrial tools are Scade (Telelogic), Esterel Studio (Esterel Technologies), and Sildex (TNI). Current applications concern avionics, transportation systems, energy, telecom and wireless systems, etc. We present the general synchronous framework and the formalisms tailored to data-flow or control-flow dominated applications. We discuss the main issues in efficient code generation and formal property verification (safety, timing, etc.). We discuss the strength and limits of the basic synchronous paradigms, and present new ways of designing globally asynchronous / locally synchronous (GALS) systems.
From Requirements to Validated Embedded Systems

Manfred Broy¹ and Oscar Slotosch²

¹Institut für Informatik, Technische Universität München
D-80290 München, Germany
http://wwwbroy.informatik.tu-muenchen.de/~broy/
²Validas Model Validation AG
www.validas.de

Abstract. We outline a practical modular method for the development of embedded systems from requirements and its comprehensive support by a CASE tool. Our focal point is on model-oriented development, multiview modelling, and validation. We present a method with a comprehensive tool support to develop models systematically from requirements and discuss various validation techniques by means of a car seat example. The resulting method is industrial strength, but nevertheless based on a solid scientific foundation and mathematical theory.

1. Introduction

Embedded systems are often applied in critical applications with a wide variety of often nonprofessional users. These systems have on one hand to meet the users’ anticipations and capabilities and at the same time to be extremely reliable. In many applications such as in avionics applications over the last decades and in automotive applications currently and even more over the future years we observe an increase in system and requirements complexity. This is due to the fact that embedded systems of today and tomorrow have to provide deeper, more sophisticated support integrating several services. Stand-alone embedded systems of the past start to exchange information, cooperate, get connected, and form complex integrated distributed systems. Typically adaptive man machine interfaces that provide flexible access to several services of a hardware/software system gain importance. This requires better engineering methods and more comprehensive tool support to be able to cope with the higher complexity and the required system quality. Typical issues from software engineering of large distributed systems gain more and more importance.

In addition, more and more hardware/software systems include interfaces to external systems and thus are integrated into overall networks. Hence the classical design techniques from control theory and real time system design have to be extended by modern techniques from network software engineering.

As a result the area of embedded system is more and more dominated by software. The software determines the functionality and quality of the systems. Software processes dominate the development costs.

As result we see the subsequent key activities in the development of embedded software: advanced requirements engineering, component oriented architectures, and
total quality assurance. This is only conceivable by adequate models, a rigorously scientifically based development method and comprehensive tool support.

Requirements engineering is a key activity in software and embedded system development for major quality attributes such as functionality, usability, and costs. It is the perhaps the most complex and certainly most crucial part in the development of a software system. It determines the functionality of the system, its user interface and in so far the costs of the development process. In particular, it provides the bridge between the application domain and the software solutions.

A software product can hardly be better than its requirements. The requirements establish the quality and usability of the system and dominate its development process. The functionality of a system is fixed in the requirements engineering process. The system requirements determine the functionality and thus its usability, complexity, and the costs of the development. It is a commonly acknowledged fact that errors in system and software design are the more expensive to correct the later they are discovered. This justifies the vital role requirements engineering and validation takes in system and software development.

Simple and tractable models of embedded systems are crucial for the systematic specification, design, and implementation of highly distributed interactive software in applications typical for reactive control systems, telecommunication, or computer networking. Several mathematical and logical models for such systems have been proposed so far. However, often they are too complex for practical applicability since they are based on sophisticated theories or they do not fulfill essential methodological requirements such as modularity or appropriate techniques for abstraction [3].

Based on these considerations we have developed a comprehensive theory [2, 5] under the name Focus that provides a flexible comprehensive system model, forms of composition, specification and refinement. For the system model a logical specification and development approach is worked out in all details. Based on Focus we have developed the CASE tool AutoFocus [6].

We give an overview on our approach in this paper. None of the issues can be treated in much detail. However, we give references to the extensive literature. Our paper is structured as follows. We start with an overview of the development process (Section 2) and close an important gap in this process by presenting a method that allows deriving models from requirements (Section 4). Section 3 contains the description of an example (Car Seat) that is modeled (Section 5) and validated (Section 6). Section 7 gives a number of concluding remarks.

2. The Development Process and Its Foundation

Our development process has several phases (analysis, design, implementation, and test). It is based on models. Hence two development phases are necessary: modelling and code generation. Code generation is performed completely automatically. An advantage of the model based development is that models can be validated better than text or code. Especially if the models have a formal basis essential properties can be verified. Furthermore the formal basis allows to validate the system (i.e. generate code and test sequences).
The process and the formal basis are described in [4]. For every description technique and every validation technique an extended theory is available. The tool AutoFocus uses essentially the following models:
- Data type declarations
- Component box diagrams
- System structure diagrams
- Extended event traces
- State transition diagrams

For each of these elements a comprehensive theory has been developed and published. It comprises the theory of black box behaviors of systems, their composition, the theory of state machines, the theory of extended event traces (message sequence charts) and a theory of refinement. The system model includes time aspects.

In this section (and Section 4) we concentrate on the early phases, i.e. the process of structuring requirements and building models. Design, validation, and code generation are not described here.

The development process starts with requirements analysis. The next step is the design. Usually there is a big gap between analysis and design. This gap is crucial if code is implemented manually, as well as if modeling tools are used. Many modern modeling tools (Together, Statemate, Matlab, Rose, …) provide therefore interfaces to requirements management tools (e.g. DOORS). This allows to link requirements to models. Using these links the requirements can be followed (traced) into the models and the generated code.

However there is still a gap in the process because all analyzed tools require to export the model into the requirements management tool, before the links between the requirements can be set (in the requirements tool). Therefore the model has to be build without any help from the requirements. Furthermore it is a lot of work to set all links manually.

Therefore we propose (in Section 4) a method that allows to derive model frames from requirements. If the requirements are detailed large parts of the model can be generated. This method also generates links from the generated models to the requirements.

### 3. Example: Car Seat

We illustrate the process with the development of a car seat. In this section we present the requirements. In the following sections we describe the model and show how the model can be used for validation. The example is a simplified view of the Premium Car Seat that has been the subject of the development competition of the OMER II (Object oriented Modeling of Embedded Systems) workshop. During this workshop Validas AG has used the tools AutoFocus and their validation suite and has been awarded.

The car seat (see Figure 1a) has a motor build in to move the seat (forward and backward) to a desired position. The user has a panel (see Figure 1b) that allows to move the seat and to store the current positions into two memory place.
A motor moves the seat (forward/backward using the left/right triangular button) to a desired position. The user has a panel (see Figure 1b) that allows to move the seat and to store the current positions into two memory positions (M1 and M2), and to move towards the stored positions.

The process of storing the current position is as follows:
1. press the store button (in the middle)
2. release the store button
3. press a memory button (M1 or M2)
4. release the memory button

The seat motor is a simple electric motor (see Figure 2) to move the seat. The motor by itself recognizes the following commands: left / right / stop. The motor does not stop at a desired position, but it has a hall sensor that issues a signal for every turn of the motor axis. The maximum movement from the motor (from front to back) is 250 turns.

4. Model Based Requirements Engineering

Model based requirements engineering is the integration of requirements engineering and model based software development. This integration allows to develop models from requirements and to link the requirements into the later development phases. Requirements influence essentially the design of the system. Moreover, they can be used for deriving test cases. Requirements tracing allows to trace the effect of requirements into the system.
In this section we first give an overview over methods for classifying requirements. After a general note on the formalization of requirements we present a general method that uses classifications of requirements to develop models from requirements and to link the models automatically to the requirements.

4.1. Classifying Requirements

Users describe a problem they want to be solved with user requirements. The engineer suggests to build a system to solve the problem and describes the solution using system requirements. Usually both user requirements and system requirements are structured. In general, however, these structures differ.

Besides these classes that stem from the development process there are other classifications, more related to the specific problems and solutions.

Requirements always are directed towards certain quality aspects of the software such as its behavior, its development process or its product properties. This leads to a way to classify requirements into the following three basic classes:

1. **Functional requirements (logical requirements):** Properties of the software system related to its behavior, its offered services, and its performance. These are all properties that are relevant for the active usage of the system, including risks associated with the operation of the system.

2. **Product requirements:** Properties of the software system related to its representation and the way of its realization and distribution. These are all properties that are relevant for making the software operational, distributing it, or using it in a specific technical environment.

3. **Process requirements:** Properties of the software development process. These are all properties that are relevant for developing the software.

An essential basis for all kinds of requirements is the understanding of the application domain and its properties. Here the fundamental notions, structures and properties of the application domain have to be discovered, documented and analyzed. This yields a further basic class of data relevant to requirements engineering.

4. **Domain analysis:** Properties and structures of the application domain.

Domain analysis is an important part of requirements engineering, although it does not directly lead to the formulation of requirements but forms its basis. Similar to other documented requirements, the documented properties of the application domain are only an image (or a model) of the real domain. A thorough analysis is necessary to ensure that this image is sufficiently faithful to reality w.r.t. the system under development. In the context of embedded systems the result of domain analysis is also referred to as the environment assumptions.

Let us give an example for classifying requirements. Typically safety and reliability requirements belong to the class of functional requirements, because safety requirements are relevant for the usage of the system. Reliability and safety requirements are therefore not listed as a basic class explicitly here, because they are derived from functional requirements and the domain model.
We characterize these basic classes further by identifying subclasses of them:

1. **Functional requirements**
   - **Functional and behavioral requirements** determine the behavior of a software system and the services offered by it.
   - **Performance requirements** define operational demands with respect to resources such as storage or computation time including, for instance, needed accuracy of computed results.
   - **Timing requirements** constraint the frequency or computation time after which results must become available.
   - **Reliability and safety requirements** result from the potential hazards caused by malfunctions of the considered function. Typically they define constraints on the correctness or availability of the function.
     - **Quality requirements** describe the quality attributes of a software system. They comprise availability, acceptable failure rates and reliability, for instance. Depending on the kind of system under development, test coverage criteria or, e.g. in case of complex hardware/software systems, classical quality attributes like mean-time-between-failure or mean time availability may be applicable.
     - **Failure detection and monitoring requirements** define which kinds of failures must be detected or to what extent correct functionality must be monitored.
     - **Partitioning requirements** determine which level of independence must be provided by given functional units. The aim of such requirements is to ensure that a faulty component does not corrupt others as well.

2. **Product requirements**
   - **Product infrastructure requirements and (project specific) standards** constrain the products of the software development process, e.g. define which implementation technology (Java, EJB, ...) must be used or which naming conventions have to applied in the source code or which standard components have to be re-used.
   - **Hardware-related requirements** define memory size constraints and interface characteristics, such as protocols and input and output frequencies.

3. **Process requirements**
   - **Certification requirements** determine the application of a certain development process, or specific documentation and planning steps. One source of such requirements are certification procedures necessary for the product under development, e.g. in the context of software in airborne systems.
   - **Process infrastructure requirements and (project specific) standards** define, e.g., in which way the results of development activities are to be documented and which development tools must be applied.

In the context of embedded systems, hardware-related requirements can often also be functional requirements. Furthermore, some hardware-related requirements may be a
direct result from domain analysis, such that they can be regarded as a subclass of domain assumptions.

Note that the given requirement (sub)classes are not entirely orthogonal. For instance, safety requirements may strongly influence process requirements or partitioning requirements. In fact, the classification also reflects dependencies between requirement (sub)classes. Usually, the strongest influence on a subclass in our classification stems from its superclass and from the other subclasses in this superclass. Safety requirements are an exception here. They are primarily coined by the system’s offered services and the domain assumptions, i.e. domain assumptions play a vital role here, which is not reflected in the classification.

To a large extent the listed requirement subclasses are taken from certification standards for aircraft systems [11,12,13]. Nevertheless, their relevance is not limited to safety critical systems. In particular, timing and performance requirements also play a role outside the embedded systems field.

The given classification is primarily based on the technical content of the requirements. Other classification criteria are the stages in the development process where the requirements appear and influence design decisions, or the system units they affect (hardware, software, physical environment, human operators). This explains that derived requirements, i.e. requirements resulting from other (higher-level) requirements and from implementation decisions that possibly have further implications on high-level requirements, do not occur in the classification.

The presented classification is not solely of academic interest. It leads to a guideline for decomposing and structuring informal unstructured requirements systematically into different classes of requirements. This encompasses a step towards a process of more technical requirements engineering making informal requirements operational.

4.2. A Note on Models in Requirements Engineering

As indicated above, functional requirements and environment assumptions are those that can be described in terms of (formal) system models. Documentation of the other requirement classes is usually restricted to informal notations such as structured text or statements in terms of the application domain. Nevertheless, these requirements also influence the formal models. Performance and timing requirements have an intermediate position here, because some of them may be described within appropriate models. Models that are amenable to some sort of computer aided analysis (model checking, prototyping, simulation, test, ...) can be particularly helpful to clarify and refine informal customer requirements. However, they are only one element supporting requirements engineering. The handling of textual requirements remains important as well.

Assuming an incremental development process with model based requirements specifications, non-functional requirements influence the models which are built during system or software development. This indicates that functional and non-functional requirements influence the models and are documented or implemented (in the case of executable models) within them. Vice versa the models lead to derived
functional and non-functional requirements. While development progresses more and more requirements are implemented within the model. For non-functional requirements the bar does not vanish completely, since non-functional requirements, like requirements concerning the documentation of the development process, are hardly reflected in models.

4.3. Deriving Models from Requirements

In this section we present a short overview of a method for deriving model structures from requirements. The complete method is described in [1]. The method does not restrict the user to use specific requirements classifications and it is not restricted to specific types of models.

The method consists of the following steps

1. identify requirements (assign them Ids)
2. classify requirements (using tags)
3. sort (and link) requirements according to their tags
4. select the system requirements
5. select a modeling language with model types
6. assign model types (as tags) to the requirements
7. generate model elements (and links) from the requirements with model tags
8. refine the models using appropriate modeling tools

![Structured Car Requirements in DOORS](image)

**Fig. 3.** Structured Car Requirements in DOORS

An important aspect is the hierarchy: hierarchic system requirements can be translated into hierarchic models (if the target modeling language support hierarchy). The method described in [1] also contains a reuse concept of types and instances that is not described here.
In our example the modeling language is that of AutoFocus, some model types are components, ports, states, values, types (see Section 5), and we use the tool DOORS to structure, classify and link the requirements (see Figure 3). For example the user requirement Press store button is structured into the following system requirements:

- There is a store button
- There are events
- Store button process the event pressed (SPressed)

The model tags of these requirements are component, type, and value. There is a forward-connection from DOORS to AutoFocus, such that a model frame can be generated from these tagged requirements. The model frame is refined using the AutoFocus modeling tool. The resulting model is described in the next section.

5. Modeling

From the structured requirements we derived a structure of the system. The Doors-Export into AutoFocus-models generates a system structure frame from the requirements. The structure of the systems is described using the System Structure Diagrams (SSD) of AutoFocus (see Figure 4). This view shows that the seat is receiving inputs from the environment via a channel called Panel. The values on this channels are of the type Events. The seat has two subcomponents: SeatController and Motor.

![Fig. 4. Structure of the Seat](image)

The used types are defined using the Data Type Definitions (DTDs) as follows:

```plaintext
data Events = FwdPressed | FwdReleased | ...;
data Commands = Left | Right | Stop;
data Ticks = Turn;
data Signal = Present;
const MaxMove = 250;
```

DTDs also allow parameters and the definition of functions in the style of ML or Haskell. The structure of the SeatController is refined with another SSD (see Figure 5).

The structure reflects the architecture of the SeatController: It consists of a component Buttons that transforms the button events to constant signals and a Controller component. The Controller processes the button signals and the ticks from the motor. The Controller is an atomic component and uses local variables to describe the behavior.
The behavior of the Controller component is defined using with the State Transition Diagram (STD) in Figure 6. It shows the different states of the system and their transitions.

The labels of the transitions are assigned with a description of the behavior using input and output patterns, preconditions and variable updates of the local variables. For example the transition move forward in state Fwd has the following semantic attributes:

- **Input-Pattern**: forward?Present; output?Turn
- **Precondition**: Current<MaxMove
Output-Pattern: Control!Right
Update-Action: Current=Current+1

The description of the behavior of the component refers only to the interface of the component and to the local variables. This allows us to reuse one STD for several components, for example the Buttons Component is modeled using five button components, each waiting for different BUTTONPressed and BUTTONReleased events of the button. They all use the same STD. Parameterization is modeled using the local variables in the SSDs.

The dynamic behavior of the system can be specified using Extended Event Traces (EETs). They describe the messages on the channels of the SSDs. EETs can be used to model requirements, simulation protocols, test cases or (counter) examples that show how certain (undesired) states of the system can be reached. The example EET in Figure 6 describes the interaction of the subcomponents of SeatController in the case the forward Button has been pressed.

![Diagram](image)

**Fig. 7.** EET: Simulation Trace of SeatController with input FwdPressed

The dashed lines delimit time intervals (time ticks). All messages between two ticks occur simultaneously. This temporal denotation allows for testing real-time systems.

Using AutoFocus the model can be checked for syntactic consistency and interactive simulation of the models is supported. Furthermore a C code generator is integrated. AutoFocus offers an XML-like interface to the Validas Validator that can be used to validate the system.
6. Validation Techniques

There are many different validation techniques available, some are more formal, and some are less formal and easier to use. All techniques rely on the same formal model of the system.

- Consistency checking (using OCL)
- Type checking
- Determinism checking
- Model checking
- Bounded model checking
- Abstraction techniques
- Theorem proving
- Prototyping
- Code generation (Java, C)
- Simulation
- Generation of test sequences
- Execution of tests (Generation of test drivers)

The Validas Validator tool is a validation framework around the models of AutoFocus. It has many been built during the project Quest [9] for the German Bundesamt für Sicherheit in der Informationstechnik (BSI).

The tool architecture integrates other powerful tools like SMV, Eclipse, SATO, VSE II, CTE, Mucke. Other tools can be connected easily. The connections to these tools are described separately in [7, 8, 9,10]. In this paper we describe other useful features of the validator: the determinism checker and the generation of test sequences.

The determinism checker of the validator checks for possible non-determinism in the models. The checker compares pairs of transitions that depart from the same state. The checker can be applied to states, automata, components or complete systems. It compares all selected pairs of transitions. There are two variants of these checks available: one compares only the patterns of the transitions and check if they match. For example the pattern `in?n` and `in?` are disjoint, while `in?n` and `in?True` overlap. Overlapping patterns are a source for possible non-determinism. If the model uses preconditions the pure pattern check might be too coarse, i.e. it might find too many situations, for example `n=False;in?n` and `in?True`. In this case the second variant of the determinism check is finer. It enumerates all variables in the preconditions (in this case `n`) and evaluates the preconditions for all possible values of the variables and compares the results. In this case (`in?True`, and `in?False`). This variant uses a (configurable) value `MaxInt` to enumerate integer domains. Floating values and recursive user defined types cannot be checked with this check.

Both checks are local, i.e. no reachability analysis in the system is necessary. Therefore these checks can be applied to larger systems efficiently. Determinism checking is especially useful for synchronous models, where several events can occur at the same time. In the car seat example we discovered that the controller behaves non-deterministically if several buttons of the panel are pressed at the same time. This is a valuable hint.
The models are independent of the programming language. Different code can be generated (C, Java, Prolog, Ada). In the premium car seat example the model was very large. 96 components were required to control the seat (with six motors and various functionalities). Due to the very simple semantics of the AutoFocus, and the high degree of reuse in the model the resulting C code for the complete system had only 28KB size and is very fast, such that it can run on low-cost micro controllers common in automotive applications.

Testing is the main validation technique for embedded systems. We use the models to generate test sequences. The graphical representations of test sequences are EETs. An additional, textual representation (test data format) can be used for the generation of test drivers, or (if the code is generated using our generators) the generated code can process the test data format directly.

There are many possibilities to generate test sequences (EETs). The simplest way is to generate them using the simulation (with manual input). Such test sequences are protocols of the simulation. Many modern tools have this feature. More difficult is to search automatically for inputs that cover a test purpose. For example, a transition shall be executed, or a certain output shall be produced.

The transition checker [10] is a feature of the validator that allows selecting an arbitrary transition and automatically generates input values that drive the system into a state that the transition is executed. The check is based on bounded model checking, i.e. it requires a finite model and to enter a maximum length (search depth) for the sequence. The transition checker can also search for input for fixed transition sequences. The transition checker respects all aspects of the model, and therefore all generated sequences fit to the model. This makes the checker more powerful than other generations (for example the transition tour) that base only the graphical structure of the model.

Constraint solving techniques are not restricted to finite domains and can also be applied to search in the model for test sequences. Figure 8 shows a generated test sequence that tests if a value (different from 0) can be stored into M2. This sequence can be generated using model checking with the invariant [1](M2pos=0). The sequence is a counter example for this property. For model checking this property abstraction can be used for the domain of integers. Constraint solving techniques find the same test sequence, but require more interactions: the constraints have to be formulated such that the search is directed towards the solution. The advantage of the constraint method is that it also works on large and infinite domains.

Of course the validation techniques can be used to improve the model. For example property [1](Events=FwdPressed => <>Controller.@=Fwd) is false because the forward button is not checked during backward movement or during storing of values. This bug can be removed by changing the model.
7. Conclusion

Embedded systems are an important application domain for software engineering. Their proper formal and methodological treatment is of major importance due to the high demands on reliability, usability and integration into the systems. For a systematic development standards are needed such as a systematic development process and product models as well as reference architectures.

It is the purpose of this paper to give an overview and to outline the general issues of the engineering for embedded systems. The process of requirements engineering is decisive for the quality of service and usability of the system. For embedded systems it is typically a part of the systems engineering. It has to pay attention to all aspects of the system behavior and therefore needs models that go beyond the classical models for hardware or software systems.

According to the model structure, model complexity and the desired quality level different validation techniques can be applied. Several case studies (a SmartCard [8], the OMER II car seat, ...) have shown that validation is possible and that abstraction techniques are necessary to check complex and large models with high security requirements.

For our approach and its extended tool support the foundation by a well-worked out model with a full-fledged theory (see [5]) is essential. Although the tool AutoFocus is based only a simplified subtheory with synchronous time, the availability of the theory made it possible to design and validate the methods integrated into the tool. Moreover, the theory gives guidelines for the developer.
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Abstract. This paper is meant to motivate tools and methods research in the field of model-based embedded software development. In particular, we include usage scenarios to describe how an automated model assembler called a model compiler could support automotive embedded control systems development. We describe some desired characteristics and features of the envisioned model compiler and place particular emphasis on support for model compatibility checking. Finally, we describe characteristics of model components that are commonly used in practice.

1 Introduction

The automotive manufacturers’ need to reduce cycle times and costs has resulted in a shift toward model-based design and development. Such processes offer the opportunity to generate and validate robust designs with minimal expenditures on physical prototypes. However, early adopters of model-based development often find that model creation is a time consuming and resource intensive task [1], especially when a large number of system and vehicle level models is required to support typical vehicle and technology variations.

We believe that, just as automotive vehicles are efficiently assembled from mass-produced parts and sub-assemblies, it should be possible to cultivate an environment in which subsystem models can be automatically validated for compatibility and assembled into system or vehicle models for model-based design and development. We strive for such a modeling environment to facilitate model reuse over product life cycles, across product families, and across development organizations. Experience has shown that, given sufficient attention to model compatibility, significant reuse can improve quality, reduce development cost, and reduce time-to-market. See [2] for a case history in applying software factory approaches to industrial control software development.

The automated model assembler, or model compiler, is the subject of this paper. A model compiler is a tool that automatically composes a model from a set of sub-models and an architectural description of the arrangement of the sub-models. It will also ensure full connectivity of all control flow and data flow signals between sub-
models, proper sequencing of sub-models, and compatibility of sub-models. In the following we use the term component to mean an element, whether part, subsystem, system, or vehicle, of a composition set that is submitted to the model compiler for assembly. To convey the scale and complexity of a typical assembly level model, let us consider a modeling environment used for energy analysis [1]. This model is composed of nine major systems; seven of these include controller, sensor, and actuator subsystems. There are forty-five locations in the environment where the user can select [3] between 129 component offerings. Within this framework, analysts can readily evaluate various vehicle technologies by assembling the components into alternative configurations.

Another interesting example is the powertrain control application. Here 218 algorithm model libraries, each with 3 to 30 component variations, are used to service 130 vehicle applications in the product-line. A typical vehicle application is composed from 75 to 105 components and requires more than 2000 signal-flow interconnections between the components. Ultimately, we would like to be able to link these two example environments by managing the vehicle specific powertrain control application as a single (albeit complex) component in the energy analysis environment; hence the need for automation. We believe the model compiler will be used recursively to assemble complex components and then to create systems of such component assemblies.

We describe our notion of a model compiler in section 2 and emphasize component compatibility analysis in section 3. Our application focus for this work is the on-board electronic control system domain, including the powertrain, chassis, and energy management systems. Given this domain, we describe how a model compiler can be used to support system component selection and requirements generation, facilitate system evaluation studies, and support large-scale software development factories in section 4. We conclude with a call for research collaboration in section 5.

2 Model Compilers

In order to understand the concept of a model compiler, we must first set the context within which one would use a model compiler and define what kinds of models are involved. While we feel the model compiler concept has a broad range of applications and should help to ease the use of many types of models, our scope for this paper is restricted to the Matlab®, Simulink®, Stateflow® modeling domain.

Consider the powertrain control example mentioned in the introduction. Using median numbers, there are 218 different elements. Each of those has a median of 16 variants leading to 3,488 possible components. From this domain we need to select 80, which would make up a median application. If we assume 25 input/output ports per component we now have 2000 connections to make to create a fully composed application model. We need to ensure that the signal characteristics actually make

---

1 Matlab, Simulink, and Stateflow are Registered Trademarks of The MathWorks, Inc., Natick, MA.
sense for each of these port connections. A simple signal name match does not necessarily imply that the connection is valid. We also need to ensure that the format of the signal matches at both functional and non-functional levels. At the functional level, we have to ascertain that the two signals are of compatible type: for example both should be scalar types or vector types of the same size. Non-functional characteristics that must be checked include verifying that the units of the two connections are correct. If, for example, an input-output pair attempts to connect "radians per second" to "degrees Kelvin", an obvious (non-functional) error can be detected and flagged to the user. If however, we are trying to match radians per second and revolutions per minute, the possibility exists to insert a conversion to correct the units mismatch. A warning would then be given to the user that this less onerous mismatch has occurred, but the units may interact correctly.

The model compiler requires the existence of component data dictionaries because the internal behavior of the model component may not be exposed. In the Matlab®, Simulink®, Stateflow® world, this is true if the component is an S-Function using C or Fortran. In the case where the component contains yet more Simulink® or Stateflow® components it is possible to build directed graph representations of the internal data and control flow of each component in order to look at optimal sequencing of components in a particular subsystem. The result of this analysis might be a Stateflow® component that deliberately sequences the components to ensure the proper sequence of operations.

Now that we have presented some of the tasks the model compiler has to accomplish, how do we envision it working? There are two necessary items that must be defined in order for the idea to work. First we need to define what constitutes a component. Second, we need to define how we select components and how we describe the hierarchical organization of the model.

### 2.1 Model Component Attributes

Some of the key component properties, which can be derived from a model compiler compliant component model, are:

- Sample Time (if the controller models are designed to be fixed step.)
- Solver (if one is used.)
- Set of inputs
  - Data dictionary definition for each input
    - Name.
    - Type.
- Set of outputs
  - Data dictionary definition for each output
    - Name.
    - Type.
    - Source component.
• Set of workspace parameters (typically, calibration parameters)
  – Data dictionary definition for each parameter
    – Name.
    – Type.

Once we have this information for each component to be composed, we can begin to determine whether the given components actually can be composed.

2.2 Assembly Model Structural Specification

One solution to the problem of model organization may be to combine the model component concept with a formal language [4] that describes the architecture of the model created by the components. Consider a simple example based on three simple components as shown in figure 1. Each component, X, Y, and Z, has some number of inputs and at least one output.

![Fig. 1. Simple composition example](image)

Each input and output is assumed to be of a scalar type. In addition, each input and output is named with a signal name. For our example these are just simple single character names, in a real model however they might be more descriptive names such as RPM, Coolant Temperature or Throttle Position. Now, define a component to have a set of inputs and a set of outputs and walk through the following scenario.

Accept, for the moment that the statement: $Q \{ X,Y,Z \}$ means that a component Q is to be created with members X, Y and Z. (Q might look a lot like figure 1.) The set of all inputs to Q can be found by taking the union of the sets of inputs from the three components:

- $X.in = \{A,B,G\}$
- $Y.in = \{A,B,C,D,E,F\}$
- $Z.in = \{A,B\}$

So $Q.in$ represents the set of all inputs to Q. The same operation can be used to determine the set of outputs for Q. Figure 1 shows that the input G to component X is
actually an output from Y. This can be determined by finding the intersection of \( Q.in \) and \( Q.out \).

\[
Q.out = X.out \cup Y.out \cup Z.out = \{G, H, I, J\}
Q.inner = Q.out \cap Q.in = \{G\}
\]

So \( Q.inner \) represents the set of signals that originate and terminate inside Q. Another reasonable action might be to remove G as an element of \( Q.in \) and \( Q.out \). If G originates within Q, it certainly should not also be a member of \( Q.in \). It may, or may not, also be a member of \( Q.out \). G could be removed from \( Q.out \) by default. Of course it may be possible that G is used by another component, which is a peer of Q. In that case, the model compiler would need the ability to search a model to find instances of G that are a match in both name and type to the G that is needed.

Our example demonstrates that, by applying simple operations on component attributes, we can ‘wire together’ the components to form either larger groups of components or a full model. As these functions are recursive, it is now possible to define a language to support this task of combining model components according to some rules. The use of rules implies that errors can be identified and flagged. This would be similar to the function of a High Level Language (e.g. ANSI C) compiler that does matching between prototype function declarations and instantiations of the function call. This leads to the idea that the model compiler will consist of two processes: one process will parse an architecture language that describes relationships between components. The other will parse the components to create mappings of relationships. The architecture language then becomes a control language to the output generator that will take the parsed components and create a new component as directed by the architectural description. The model compiler should also perform analysis on the components to determine if the components being combined are compatible.

3 Compatibility Relationships

The model compiler must ensure compatibility among the components being composed into the overall target model. There are two levels of compatibility that the model compiler must consider. Locally, as described in the previous section, the model compiler must ensure interoperability of the components in the same subsystem. Globally, the model compiler must ensure that only components that are designed to operate together are integrated in the same model. The following subsections describe the nature of these compatibility requirements in greater detail.

3.1 Structural Compatibility

The model compiler must first ensure the interoperability of the components at each Simulink® subsystem level. While the model compiler may not be able to fully
determine whether the components in the subsystem are interoperable semantically, it can at least ensure structural compatibility of components in the following areas.

**Signal Type.** When connecting an output signal of a component to an input signal of another component, the model compiler must ensure that each input signal is of a type compatible to that of its source output signal. The type information for each signal may describe both static and dynamic properties of the signals. Examples of static properties of a signal are data type (real, integer, boolean, trigger, enable, function call, etc.), units, and dimension. Dynamic properties describe how the signal evolves with time or how it is updated possibly both in simulation and real hardware. Examples of these properties are:

- Continuous-time vs. discrete-time (with sampling rate.)
- Data transfer protocols such as Controller Area Network, Time Triggered Protocol, or direct connection (signal values are always identical at both ends of the connection at any time.)

The signal compatibility may be defined in terms of the so-called lossless convertibility where the output signal can be converted into the format of the input signal without loss of information. For example, an integer output can be converted into a real input. A discrete-time signal with can be up-sampled to a higher sampling rate provided that the new sampling rate is a multiple of the original sampling rate. The model compiler must ensure compatibilities of both static and dynamic properties of the signals being connected and notify the user when type incompatibility is detected.

**Simulation Properties.** Simulation properties may be specified for each component in the subsystem. Examples of such properties are ODE solver type, fixed or variable time step size, and tolerances. These properties essentially specify the preferred execution method for the component. The model compiler must ensure that the simulation properties for all components in the model are compatible. This assurance may be provided, again, through the concept of lossless convertibility similar to the one discussed in the previous discussion. For example, a model component that uses a fixed step ODE solver can be simulated with another component that uses a fixed step solver with a smaller time step, provided that the larger time step is a multiple of the smaller time step. The aggregate component now uses the smaller time step for the solver, i.e. the most general simulation property among all components is used. If no common simulation property can be found that all components can be converted into, the model compiler must notify the user of the conflict.

### 3.2 Component Compatibility

We discuss structural component compatibility earlier in this section. Here we attempt to address functional component compatibility. Our basic idea is to capture and exploit the knowledge that model components have been designed to satisfy certain product requirements or that they have previously been used successfully with other components. To refine this idea we introduce the concept of a model domain.
domains are loose classifications that serve to sort model components and other domains according to some functional attribute. A Customer Vehicle Character domain could be used to classify vehicle level customer attributes such as green (environmentally friendly) and fun-to-drive. Application domains corresponding to actual automotive products (e.g. 2.0L, lean burn engine) will be useful in tracking previously validated model assemblies. A System domain hierarchy could be used to replicate product system hierarchies (e.g. Electronic Throttle Control) to aid in model component organization and selection. It is often useful to aggregate model components that are considered alternatives in some sense. For example, models representing two types of electronic throttle control (ETC) sensors should reference the ETC sensors attribute of the Component Choices domain. Similarly, a Parameter Choices domain could aggregate model parameter choices for a single model component. We present usage scenarios associated with these notions of model domains in the next section.

To identify compatibility we assign Member of relationships between domains and components. If two components do not have a common domain attribute (reachable by tracing Member of relationships) then they are potentially incompatible and their combined usage must be validated. For example, the usage of two components that trace only to green and fun-to-drive respectively should be investigated since there is likely to be a conflict. Moreover, two elements that are members of the same choice domain attribute are, by construction, incompatible for a given instance. The Member of relationship can be specialized to the Necessary member of relationship when a fixed relationship exists (e.g. an ETC system always contains ETC Controller, ETC Actuator, and ETC Sensors components.) This specialization admits completeness compatibility analysis.

A component manager will be tasked with assigning domain membership relationships to each model component and its associated parameterization sets when it is checked into the model compiler database. A model component may be a member of multiple domains. The accuracy of the domain compatibility checking largely depends on the level of detail that is included in the domain models and the maintenance of the membership relationships. It may not be practical to model the domain structure to the fullest detail in general. Nevertheless, one can benefit from this type of compatibility checking. Even with partial domain information, the model compiler can still lessen the chance for the modeler to incorporate nonconforming components into the same model.

4 Usage Scenarios

In this section we describe how the concepts presented in the previous sections can be applied to automotive control system development. The powertrain challenge models in the Model-Based Integration of Embedded Software project [7] are representative of the types of model components that could be assembled into automotive system models. We have plant components that model the behavior of the physical system under control. In this case, the engine, transmission, vehicle, sensors, and actuators are managed as components whose hybrid-dynamics [8] evolve in the continuous and
crankshaft-position domains. The signal-flows between these components represent physical quantities such as pressures, torques, and velocities. Controller-function models form a second component type. The dynamics of the controller-function components are event-driven. Thus the controller-function component has two interface types: the signal-flow for representing inter-function signal-flows and the function-call event for passing initiation directives from function to function. The third component type is the scheduler type that serves as the control-flow interface between the physical and controller function types. The scheduler observes the physical system and starts threads of initiation directives in the controller functions controller.

Figure 2 shows how the three basic components interact in a control system model. Note that the controller-input models are a special controller-function (event-driven) type that input continuous physical signal-flows and output event-driven controller-function signal-flows. Conversely, the controller-output models are a special plant type that input controller-function signal-flows and output physical signal-flows.

Let us consider the task of developing an embedded control system for a new vehicle application. Given the appropriate level of abstraction, the engineering processes and corresponding model applications are similar for the powertrain, chassis, and energy management electronic control domains. The remainder of this section describes the role of the model compiler in an advanced electronic controller development process.

4.1 System Definition

Once the requirements for a vehicle are known, a system must be assembled to satisfy those requirements. As discussed in the introduction, component reuse can have a significant impact on quality, development cost, and time-to-market. However in practice, we experience three difficulties with component-based development at the system definition stage. First, how does the system designer sift possibly thousands of component models to identify the appropriate set of components for this system? Second, how does the system designer know that the identified set of components is consistent in terms of interface and system architecture? Third, how does the system
designer know to request new component development? And what are these new component’s requirements in terms of interface and system architecture?

**Sifting the Components (Creating an Assembly Model Build List.)** Let us show by example that the previously described notions of component compatibility are applicable here. A vehicle team is charged with developing a *green* and *fun-to-drive* vehicle and the system designer decides to specify a 2.0L, *lean-burn engine* to accomplish this task. The control designer typically assembles a system model from previously used components to validate this design choice.

Consider the (incomplete) component relationship model shown in figure 3. This model contains valuable information that can guide the creation of an appropriate assembly model build list. By selecting the 2.0L, *lean-burn engine* from the *Application* domain the control designer can readily see that this engine is a plausible choice for a *green* vehicle because it is a member of the *low emissions* and *low fuel usage* attributes. Moreover, the designer learns that this engine must employ an *engine management system (EMS)*. The designer could choose to include the optional *electronic throttle control (ETC)* system since it further contributes to *low emissions* and has been previously applied in the 2.0L, *lean-burn engine* application. Thus the control designer can sift through the relevant application domains and their component membership relationships to create a complete build list for the assembly model of interest.

We remark here on an implicit requirement of the model compiler technology. Please notice that the component relationship model includes the ability to create component and parameter choice relationships. As described in [3], there are several design scenarios in which the control designer may wish to iteratively switch between predefined choice selections without incurring the cost or system architecture modifications associated with a system model re-compile. Thus we require that the model compiler and Large Scale Model [3] model management technologies be complementary.

**Analyzing the build list.** Once the control designer has generated the assembly model build list, the analysis engine of the model compiler can be used to check the quality of the build list specification. We envision that the following validation analyses will be particularly useful:

- That the assembled model will satisfy the subsystem compatibilities described in section 3.1.
- That all inputs are either generated by a component model or defined as assembly model inputs.
- That all unused output signals are either terminated or defined as assembly model outputs.
- That all component compatibility relationships are satisfied or explicitly overridden.
- That the build list is complete in the sense that all "necessary member of" relationships are satisfied.
- That the build list is unambiguous in the sense that component models with choices employ only one component selection per location.
• That the specified hierarchical structure follows (user-defined) architecture rules, for example:
  − Plant component models are grouped with other plant components.
  − Controller-function component models are grouped with other controller-function components.
  − One and only one scheduler component model is associated with each controller-function group.

**Table 1.** Component Relationship Model

<table>
<thead>
<tr>
<th>Vehicle Character</th>
<th>Vehicle Character</th>
<th>Application Domain</th>
<th>System Domain</th>
<th>System Domain</th>
<th>Component Choices</th>
<th>Model Component</th>
<th>Parameter Choices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer Perspective</td>
<td>Engineering Perspective</td>
<td>..................</td>
<td>........</td>
<td>........</td>
<td>........</td>
<td>........</td>
<td>........</td>
</tr>
</tbody>
</table>

**Fig. 3.** Component Relationship Model

**Generating New Component Requirements.** Let us continue the example from section 4.1. Assume that inadequate *fun-to-drive* characteristics are generated from the assembled vehicle system model that includes the 2.0L, lean-burn engine with *electronic throttle control* system. Under investigation, the component relationship
A model (figure 3) will show that the variable valve timing (VVT) system is a member of good performance, low fuel usage, and low emissions attributes. Thus it is a good candidate for inclusion in the vehicle system build list.

However, in this case the designer learns that a VVT system has not been previously used in the 2.0L, lean-burn engine application. Consequently, new component development must be initiated. The model compiler can generate a set of interface and composability requirements that arise when the VVT system components are included in the system build list. These requirements can then be used to guide a work task to:

- Determine if a new air management coordination controller (between the ETC and VVT controllers) is warranted.
- Resolve any interface and composability issues that arise when the new controller and VVT system components are added to the build list.
- Generate a complete set of parameter component choices for the new controller component and system application.
- Update the component relationship model upon design validation of the new components and system application.

We believe that the creation and maintenance of the component relationship model will help in the system definition and new component creation phases of development. Design iterations between system and control designers will be significantly enhanced via efficient reuse of compatible components.

### 4.2 System Validation

In today’s practice, it is a year’s major accomplishment to assemble a powertrain control application model as described in the introduction. Thus full systems integration models typically do not support the design stage of development. Usually, our downstream engineering customers verify systems integration and performance in the target vehicle application. Of course, this tends to damage inter-departmental relationships, reduce engineering efficiency, and increase time-to-market.

The ability to create large system models in a timely and efficient manner is a critical benefit of the model compiler technology. We believe that systems validation during system and component design (prior to component implementation and subsequent systems integration) will be possible. The assembly models created with the aid of the model compiler provide a complete description of the system dynamics. The functionality of the full system can thus be evaluated using simulation. Here again, Large Scale Model technologies [3] that allow the control designer to switch between model component choices within a given model structure would be useful. Pre-compiled, interpreted, empirical, or first-principles versions of a model component could be made available to manage the simulation speed versus model complexity trade-off.

Full system models are particularly useful for studying the system’s:

- Robustness to parameter variation.
- Performance under various environmental conditions and usage scenarios.
- Performance in response to failures and faults.
We believe these studies should be made in the context of validating the system requirements. Requirements test procedures should be embedded in Test Scenario model components that have traceability to the product requirements database.

We intend to provide full system assembly models (complete with Test Scenario components) to our internal and external suppliers so that they can develop a better understanding of our requirements for end-product application. We will also ask the suppliers to contribute component models of their subsystems and devices. Requirements for these requests should be consistent with the compatibility relationships discussed in section 3. Intellectual property protection mechanisms need to be developed to facilitate model sharing across organizations.

4.3 Software Development

The development process and tools that comprise the model compiler can have a significant impact on the development of embedded software implementations of the compiled models. In today’s powertrain controller development process, we use the validated control-function component model as a template for software development. Unfortunately, this process is labor intensive and time-consuming due to its inherent reliance on the software developer’s ability to analyze the control-function model, write embedded software that is intended to behave as specified in the model, and verify that the embedded software and control-function model have the same behavior.

Model compiler technology, coupled with code generation technology can improve this situation dramatically. Newly available tools now allow us to automatically generate embeddable software directly from the model specification. Consequently, the model compiler should capture data flow interaction among model components in a format that is compatible with today’s automatic code generators.

The compatibility relationships previously described in section 3 are important when using the models for software development and automatic code generation. Our internal control-function modeling guidelines address discrete-state behavior, software-tasking architecture, and distinct data flow and control flow partitioning. Thus they provide the determinism exhibited in our implementation language: ANSI C. These characteristics, when embedded in the component object, ensure consistency between the generated code and the control-function model without need for additional configuration.

The consistency of the dataflow interfaces between components will provide the single biggest benefit to the automatic code generation phase. This is because managing the different interfaces of each component or connection is generally time consuming. Certainly, the interfaces on archived components may not align with traditional C boundaries, which are function interfaces. Fortunately, this is not a necessity. Control-function components verified for inclusion in the component library may have some superstructure that naturally maps subcomponents into functions, but the interface at the component level should save the software developer from having to trace every data source and destination for verification.
The specification of each model component as an independent entity will have significant positive impact on the code generation process as well. This process calls for functional validation prior to software development necessitates rigorous up-front requirements capture: a critical quality attribute in the software development process.

The ability to connect multiple components has been acknowledged as beneficial for simulation, but can have many advantages for embedded software development efforts as well. In our current software development process, each element is typically specified and designed in isolation. The interfaces to these elements are defined, and static test inputs are used to evaluate the correctness of the implementation. Using the model compiler technology to replace this approach can have multiple benefits. For example, if multiple components are joined (especially where there is strong data flow connectivity among the components), a single test vector can generate inputs for blocks further down stream. Furthermore, an environment with linked components can be used to test the runtime realities of component interaction more comprehensively. In concert, these two characteristics could dramatically reduce the time it takes to verify software.

In a similar manner, the model compiler’s ability to operate on joined components can be used to classify and optimize various software performance metrics. ROM, RAM, and CPU usage are of particular concern when the software is destined for an embedded controller. In the embedded environment, computing resources are constrained, so it becomes important to be able to track the allocation of those resources. Once characterized in a particular execution environment (specific CPU, compiler, test vector, etc.) these data can be assigned to the component. Granted, this method will be more useful for data flow oriented components, which have more deterministic schedules, than for control flow oriented components that are less timing consistent. With information detailing memory usage and performance now available at the component level, intelligent, performance-conscious analysis and optimizations can be made during the model compilation process.

5 Conclusions

We have captured the need for an automated model compiler, described some of its desired features, and discussed its application in automotive control systems development. Our aims are to clarify and express our needs (both for our partners and ourselves) and motivate a dialogue with systems researchers and tool providers. We wish to express our apologies to the research community for not conducting an extensive literature search to support the paper. Perhaps solutions similar to those proposed in this paper already exist. In any event, we look forward to a dialogue on model compiler technology development and application. For example, the maintainability and scalability of the component compatibility notions presented in section 3.2 are un-quantified and must be verified for practicality.
Acknowledgements. We would like to acknowledge support by the Defense Advanced Research Projects Agency under the DARPA MoBIES contract number: F33615-01-C-1841.
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Abstract. We propose in this paper a historical perspective of programming issues found in the implementation of control systems, based on the author’s observations for more than fifteen years, but especially during the Crisys Esprit project. We show that in contrast with the asynchronous tradition of computer scientists, control engineers were naturally led to a synchronous practice that was later formalised and generalised by computer people. But, we also show that, for the sake of robustness and distribution those practitioners had to incorporate some degree of asynchrony in this synchronous approach and we try to comment the resulting programming style.

1 Introduction

The history of computer implementations of control systems is really an interesting one marked by several unexpected accomplishments, among which we can cite:

– The invention, by control engineers, of their own programming languages in place of those designed for them by computer scientists.
– The extraction by computer scientists of those inventions, for long buried into in-house products, and their promotion to the status of a new programming paradigm called “Synchronous programming”.
– The use of simulation tools like Matlab/Simulink as programming languages.
– etc.

Having been involved in this history [20], we were aware of this complicated landscape but we did not still know how far it could go. In the course of an Esprit project (Crisys (97–01)), we had the occasion of observing several achievements in the domain of distributed control systems:

– Schneider’s safety control and monitoring systems for nuclear plants.
– Siemens’ letter sorting machine control,

and several other distributed safety-critical control systems we had previously studied. We had then the surprise of noticing that in most systems, synchronous
programming tools are used in an *asynchronous programming style* for quite obvious reasons of robustness, thus returning in some sense to the initial computer science programming styles that had been initially rejected.

This paper intends to trace back the history of this “surprise”. It is organised as follows:

- At section 2 we briefly describe the basic needs of the domain and show how the computer science answers to these needs were at least partially unsatisfactory. Then we show on which grounds practitioners developed their own concepts that were later organised within the “synchronous programming” school of thought.
- Then we show at section 3 how this later programming paradigm is also inadequate when dealing with real-time and distribution.
- Finally, we describe at section 4 the “asynchronous-synchronous” programming style that is used in practice.

# 2 From Asynchrony to Synchrony

## 2.1 Basic Needs of the Domain

It has been recognised for long that programming control systems needs to address among others, the following problems:

*Account for parallelism.* There are two basic reasons for this need: on the one hand (we shall see an example of this question at section 4.1), the control program runs in parallel with the environment it aims at controlling, and studying, synthesising, debugging, testing and formally verifying the control program requires running, in one form or another, some kind of a model of this environment. Thus the programming language must provide some notion of parallelism. On the other hand, in most cases, the environment has several degrees of freedom that must be controlled in parallel. For instance, in an aircraft, the pitch and the roll must be controlled *at the same time*. This is another reason why the programming language must provide means of naturally describing these activities in parallel.

*Provide guaranteed bounds on memory and execution time.* Most control systems exhibit hard real-time requirements and are at the same time safety critical ones. It is thus very important that these requirements be met in some sense *by construction* or, at least that their checking be made as easy as possible.

*Allow for distribution.* Finally most of these systems are distributed ones, for evident reasons of load, location of sensors and actuators and fault-tolerance (redundancy). The programming environment should then also provide facilities for that purpose.
2.2 The Computer Science Answer: Real-Time Kernels and Languages

At the end of the seventies, computer scientist became aware of these requirements and began looking at ways of fulfilling them. Quite uniformly, their proposals were based on the experience they had of programming parallel and distributed activities and most of this experience came from time sharing operating systems. In these systems the main problem was to regulate the concurrent access of several users to computing resources. From this need came the structuring concepts of:

- Synchronisation: semaphores, monitors, sequential processes...
- Communication: shared memory, messages, mail-boxes...
- Synchronisation + communication: queues, rendez-vous

and these structuring concepts were also the ones which structured the proposals in the field of real-time programming, for instance, the programming languages CSP [13], OCCAM, the tasking part of ADA and the many proposals of real-time operating systems.

2.3 The Evolution of Practices

By the same time, practitioners were thinking of moving from their analog controllers to computerised ones. Figure 1 shows a quite general scheme they used for it: it consists of providing a single real-time periodic clock which triggers both analog to digital converters at the input, digital to analog ones at the output and the computing activity of the computer. This activity can result from various programming styles, at the source level, but it appears, at the object level, quite uniformly, as a single program looking like the one displayed at table 1 and corresponds to what we would call now a periodic synchronous program.

---

**Fig. 1.** From analog boards to computers
Table 1. A periodic synchronous program

initialize state;
loop each clock tick
  read other inputs;
  compute outputs and state;
  emit outputs
end loop

This kind of implementation has a lot of practical interests:

- First, it perfectly matches the needs for solving, in real-time, the differential equations corresponding to the previous analog boards. It is known that there are many ways of solving differential equations but, if we want to do it in real time, the most practical solution consists of using forward fixed step methods which correspond to the program of table 1. It also matches quite closely the mathematical theory of sampled control systems [14], a very popular method of control.
- It is also a very simple, safe and efficient implementation method: There is a single interrupt (the real-time clock ticks) and this interrupt should occur when the computer has finished the loop iteration and is idle. Thus there is no need for context saving. This means that there is very little need for an operating system and that this kind of program can run on a bare machine. This is quite safe if we think that validating an OS is a difficult task and that most standards for safety critical programming like DO178B recommend a limited use of interrupts. Furthermore, this programming structure eases the checks for guaranteed bounds on memory and execution time. Bounded memory is obtained by construction if the programming language does not allow for dynamic memory nor recursion. Bounded execution time amounts to checking the worst execution time of an acyclic program.

It is thus an appealing method the more so as safety critical systems are concerned and certification authorities have to be convinced. This is why it has been quite widely applied [6,16,3].

2.4 Generalisation: Synchronous Languages

This kind of practice gave birth to the so-called synchronous programming school. The activities of this school consisted essentially of:

- Generalising the concept of clock to any kind of event, (the multiple time scale paradigm) yielding the object code structure of table 2.
Finding several styles of source code: data-flow [10,2], imperative [4], graphic [12,17,11]. The main shared feature of these different styles is the presence of a parallel construct which allows to address one of the requirements stated at section 2.1. It must be noticed here that, in order to yield an object code like the one depicted at table 2, this parallel construct has to be compiled instead of being interpreted like in the concurrent approaches of section 2.2.

Equipping the approach with efficient compilers, debugging, simulation and formal verification tools [11,5].

Table 2. Synchronous programming

initialize state;

loop each input event

read other inputs;
compute outputs and state;
emit outputs

end loop

Yet, it should also be noticed that, in practice, most applications of synchronous programming in the control domain are actually periodic ones.

2.5 Milner’s SCCS Theory

As for the theoretical foundations of the synchronous approach, we think that it had been a priori provided by Robin Milner’s SCCS [19]. It was based on the synchronous product of automata and figure 2 shows how this product contrasts with the asynchronous one of CCS. As a the nice feature of this theory, Milner shows that SCCS can simulate CCS and thus that CCS is a sub-theory of SCCS. This, in our opinion provides some theoretical support to control practices: this means that synchronous primitives are stronger than and encompass asynchronous ones. If it is so, why should those practitioners have adopted the computer science asynchronous proposals and have limited themselves to weaker primitives?

2.6 Further Justifications

To this landscape Gérard Berry and the Esterel team added several interesting remarks [4]:
First they remarked that the synchronous product is deterministic and yields less states than the asynchronous one. This has, in their opinion two valuable consequences: programs are more deterministic and thus yield easier debugging and test and have less state explosion and thus yield easier formal verification.

They also remarked that a step in the synchronous product corresponds exactly to one step of each of the component automata. This provides a “natural” notion of logical time shared by all components which allows an easier and clearer reasoning about time.

We thus see that synchronous programming is endowed with both a rich theory and many pragmatic interests and this seems to justify its being largely used in practice, even by people who don’t know about it. But . . .

3 Some Drawbacks of Synchronous Programming

But the synchronous model is not without problems when applied to control. We discuss here two of them, the first one which is due to hybridity, i.e., the fact that the environment of a control program which provides it with inputs and receives its outputs does not evolve according to logical time but to real time, and the second one which is due to distribution and amounts to the fact that, in many implementations, control programs do not only sample their environment but also the other control programs which it cooperates with. In this sense, the latter is just a generalisation of the former.

3.1 Real-Time Is Not Logical Time

The phenomenon can be seen at the two boundaries of the control system, i.e., inputs and outputs:
Sampling inputs. Figure 3 shows two possible periodic samplings of the same couple of inputs. In the first one, \(a\) and \(b\) are seen to raise at the same logical instant while, in the second one, this is not the case. Clearly, a control program should be in some sense insensitive to this sampling phenomenon and, clearly also, synchronous programming does not provide specific means to ensure it.

\[
\begin{array}{c}
a \\
b \\
X \\
X''
\end{array}
\]

\[
\begin{array}{c}
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X''
\end{array}
\]

Fig. 3. Sampling is non deterministic

Outputs. Let us consider the following requirement for a control system:

\(y\) and \(z\) should never be true at the same time

and assume a designer provides you with a solution yielding the chronogram of figure 4(a). Would you be satisfied with this solution, even if he formally proves that it is correct? It is likely that you wouldn’t, because, even if the solution is perfectly correct in logical time, it doesn’t exclude the possibility of \(z\) and \(y\) being simultaneously true for some small real-time intervals.

This is why a smart designer is likely to provide you with a solution yielding, for instance, the chronogram of figure 4(b) which ensures you that your desired property holds both in logical and real time.

3.2 Distribution

We have seen at section 2.3 how control engineers moved from analog controllers to computers. But, in general, large control systems like a commercial aircraft flight control or a chemical plant control are made of more than one board and figure 5 shows how, in most cases, they did when dealing with networks of analog boards.

The idea here was to reuse repeatedly the replacement scheme of figure 11 but for the case when two adjacent boards were replaced by computers. Then
the previous analog communication was replaced by serial lines and in further evolutions, by so-called field busses [9].

This method has many advantages:

- It is modular, *i.e.*, it allows to progressively replace elements, according to the needs, and even to let several technologies cooperate smoothly.
- It can be seen as robust:
  Each computer is a complete and autonomous one, including its own real-time clock and even, possibly, its own power supply.
  Communications between computers are based on periodic readings and writings. In some sense, they are similar to the communications between computers and environments, that is, based on periodic sampling and, as it, are non blocking. Thus liveness, at least at low level, is not a problem.
- Finally, it is cost effective, in that it does not need too much specialised hardware. This allows to follow the technological advances at lower cost.

However, it also has its drawbacks. These are summarised at figure 6 which shows a possible behaviour of the real-time clocks of two computers: even if these clocks have been initially set to the same period and phase, this exact situation cannot be maintained in time because no resynchronisation is provided here, in contrast with the so-called *Time Triggered Architecture* [15]. Even if the the periods are assumed to show very limited variations, some problems cannot be avoided:

1 In most of the systems considered here, clock periods should be strictly monitored because otherwise even relative time would be lost yielding unrecoverable consequences on system safety [16].

---

**Fig. 4.** Non robust (a) and robust (b) mutual exclusion
Communication errors occur: it may be that two write clocks take place strictly between two read clocks. Then the first write is overwritten and lost. Conversely, data duplication can take place. Moreover, there are non deterministic communication delays. However these delays are bounded: the worst delay occurs when a read clock occurs just before a write clock. Then the written value has to wait another read period before being read.

– Absolute time is lost.
– Finally, this situation amounts to some kind of bounded fairness:

*It is not the case that a component process executes more than twice between two successive executions of another process.*

We thus see here that some care has to be taken when using the synchronous paradigm in programming control systems, because some degree of asynchrony
has to be incorporated in it for real-time and distribution reasons. In the following section, we shall see how people use to handle it in practice.

4 Asynchronous–Synchronous Programming

Control systems and programs are usually concerned with two types of computations, continuous ones and discrete ones and also with the interaction of both. These will be examined in sequence:

4.1 Continuous Signals and Systems

Figure 7 shows the basic uniform continuity signal property used in this framework. This property says that given an arbitrary maximum error, we can choose a maximum delay such that, staying within this delay ensures staying within this error.

Now, this property can be used in conjunction with the corresponding property of systems, depicted at figure 8 which says that a system is uniformly
continuous if, given an arbitrary maximum output error, there exists a maximum input error such that, if the input stays within the latter, the output will stay within the former.

\[
\forall \epsilon > 0, \exists \eta > 0, \forall x, x', \|x - x'\|_\infty \leq \eta \Rightarrow \|f(x) - f(x')\|_\infty \leq \epsilon
\]

Fig. 8. An uniformly continuous system

Both properties then combine nicely thanks to the following theorem:

**Theorem 1.** An uniformly continuous and time-invariant system, fed with uniformly continuous signals, outputs uniformly continuous signals.

Thus the property also propagates through acyclic networks of such systems connected by bounded delays in such a way that one can find bounds on delays and on input errors such that output errors remain within given bounds.

This seems to give us a satisfactory theory of robust computations over continuous signals. However, let us note here that the landscape is a bit more complex because even very simple controllers like for instance very popular PIDs do not enjoy the uniform continuity property. This situation is recovered within the framework of closed-loop system: unstable controllers are used in order to stabilise the environment in such a way that the closed-loop behaviour of the system appears stable and hence uniformly continuous (Figure 9).

4.2 Uniform Bounded Variability Signals and Combinational Systems

When we move from continuous to discrete signals, we face the problem that errors cannot be given arbitrary small values. The idea is then to only reason about delays.

Figure 10 illustrates the concept of uniform bounded variability which appears the analogue of uniform continuity for discrete signals. A signal has this property if there exists a least stable time between two successive discontinuity points.

\[2\] This is due to the integral part which accumulate errors without ever forgetting them.
Fig. 9. The closed-loop system computes uniformly continuous signals
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Fig. 10. Uniform bounded variability

In this context, one could expect that combinational functions play the part of uniformly continuous systems in the continuous framework. Unfortunately, this is not the case because delays do not combine nicely as errors do. In particular, as soon as we deal with functions of several variables, we face the problem that independent delays on tuples do not yield delayed tuples. This situation is illustrated at figure 11 where we can see that the value \( x' = 0, y' = 1 \) does not correspond to any value in the original tuple.

A solution to this problem can be found in the confirmation functions shown at table 3 which are used in order to transform incoherent delays into coherent ones. The idea of this function is that, if we know bounds on the delays for each component of a tuple and if these components do not vary too fast (thanks to uniform bounded variability), then, each time a component of the tuple changes, we wait at least for some delay before outputting the change: if the other component of the tuple has not changed meanwhile, we can output the tuple value and be sure that this tuple is a delayed value of the original tuple. This can be summarised as:

**Theorem 2 (Confirmation).** Given \( x', y' \) two bounded delay images of two uniform bounded variability signals \( x \) and \( y \), one can find bounds on the delays, on the clock period and on \( n_{\text{max}} \) such that \( \text{Confirm}_{n_{\text{max}}}(x', y') \) is a bounded delay image of the tuple \((x, y)\).
Here also, we can prove that the uniform bounded variability property propagates through acyclic networks of combinational functions connected by bounded delays and conveniently guarded by confirmation functions in such a way that one can find bounds on the delays, confirmation function parameters, and stable times of the inputs such that the outputs have given stable times and delays (with respect to the ideal undelayed computations). In some sense, theorem 2 appears as an analogue of theorem 1.

**Table 3.** Confirmation function

\[
\begin{align*}
\text{xp} & := x_0;\quad \text{xpp} := x_0;\quad n := 0; \\
\text{loop each clock tick} & \\
\quad \text{read } x; \\
\quad \text{if } x = \text{xp} & \\
\quad \quad \text{then if } n >= n_{\text{max}} & \\
\quad \quad \quad \text{then xpp} := x;\quad n := 0 & \\
\quad \quad \quad \text{else } n := n+1 & \\
\quad \quad \quad \text{end if} & \\
\quad \quad \text{else } x_{\text{p}} := x;\quad n := 0 & \\
\quad \quad \text{end if} & \\
\quad \text{emit } \text{xpp} & \\
\end{align*}
\]
4.3 Robust Sequential Systems

Unfortunately, this approach does not work as soon as we consider sequential systems. Figure 12 illustrates the critical race phenomenon which forbids it: here we see two state variables computed in distinct locations. In a synchronous framework, both variables are computed at the same step. On the contrary, when each location has its own clock, if there is a dependency between these variables, the resulting state may depend on the order into which these variables are computed.

In this sense, sequential systems look very much like continuous unstable systems and cannot be directly implemented in a robust way. There are several ways for checking and enhancing the robustness of sequential systems:

– First, if state variables computed on distinct locations are independent, the critical race phenomenon does not take place and we are left to the combinatorial situation.
– Another interesting situation appears when dependent state variables cannot vary at the same step. Here also, there is no critical race. Now, there can be two reasons why state variables cannot vary at the same time:

**Timing reasons.** If it is not the case, designers can add delays in order to robustify their programs.

**Causality reasons.** For instance, in the mutual exclusion example of figure 4, we can transform the non robust program into the robust one by deciding that:

\[ y \text{ cannot raise but when } z \text{ has gone down and conversely} \]

---

**Fig. 12.** A critical race
When this is used in conjunction with the mutex requirement stating that $y$ and $z$ cannot raise at the same time, we clearly forbid $y$ and $z$ to change at the same time, thus forbidding any race. Inserting causality chains disallowing races is thus a way of robustifying programs. This kind of programming is reminiscent of typical asynchronous programming methods like so-called Message Sequence Charts. 

4.4 Mixed Systems

Now, more and more systems are mixed ones, and there is not clear way of dealing with them. Figure 13 illustrates the situation where a boolean signal is generated which changes when some continuous signal crosses a threshold. In our framework, where errors are associated with continuous signals, we can see that some error on the continuous signal induces some delay on the corresponding boolean. This fits quite nicely in our error/delay framework but for the fact that the relation between errors and delays is non-linear: if the derivative at the crossing point vanishes, the delay can get unbounded!

\[ \tau = \frac{2\epsilon}{|\frac{dC}{dt}(t)|} \]

**Fig. 13.** Threshold crossing

5 Conclusion

In this paper we attempted to illustrate the evolution of ideas in control system programming. Starting from the early real-time languages and operating system propositions, we showed that control engineers elaborated their own practices which where generalised by computer scientists and gave birth to the synchronous paradigm.

But we also showed that for the sake of robustness and in particular distribution, some asynchrony had to be incorporated in the synchronous approach and
we briefly reviewed the methods and theories used in practice for that purpose. What we can see here is that these methods and theories do not constitute, at present, a very mature and well established framework, and many efforts are still required in order to strengthen it and equip it with CAD tools.

Among the pending questions, we can cite:

- How could we merge together synchronous and asynchronous paradigms in order to obtain robust by construction distributed systems, while keeping the advantages of synchronous programming?
- How can we encompass timing and causality within a coherent theory of robust discrete systems.
- How can we unify the continuous and discrete theories in order to obtain a satisfactory theory of mixed (hybrid) systems?
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Abstract. Computer aided formal methods have been very successful for the verification or at least enhanced debugging of hardware. The cost of correction of a hardware bug is huge enough to justify high investments in alternatives to testing such as correctness verification. This is not the case for software for which bugs are a quite common situation which can be easily handled through online updates. However in the area of embedded software, errors are hardly tolerable. Such embedded software is often safety-critical, so that a software failure might create a safety hazard in the equipment and put human life in danger. Thus embedded software verification is a research area of growing importance. Present day software verification technology can certainly be useful but is yet too limited to cope with the formidable challenge of complete software verification. We highlight some of the problems to be solved and envision possible abstract interpretation based static analysis solutions.

1 Introduction

Since the origin of computer science, software in general, whence embedded software in particular, expands continuously to consume available processor cycles and memory. The exponential complexity growth in VLSI with decreasing or constant costs is therefore accompanied, maybe with a delay of few months or years, by a corresponding proportional growth in software. So an operating system running a large number of applications which crashes on present day computers every 24 hours will crash every 30 minutes within a decade, probably

* This work was supported in part by the RTD project IST-1999-20527 Daedalus of the european IST FP5 programme.
because of software and not hardware faults. If the present software bug rate is preserved or slightly decreased only, but the size of software is multiplied by a factor of ten, then the computer system might even be expected to crash every three minutes. Embedded software is presently simpler than operating systems but complexity is also growing rapidly in this area. Similar failure rates lead to software crashes every few hours, which is hardly acceptable for safety critical systems, even fault tolerant ones [1]. It follows that verification techniques whether formal or informal must scale up in similar proportions, indeed at a much higher rate since the software verification cost is well-known not to be linear in the software size. We highlight some of the problems to be solved and envision possible abstract interpretation based static analysis solutions.

2 Formal Methods

Formal methods such as theorem proving based deductive methods [76], model checking [19] and program static analysis by abstract interpretation [26] have all had success stories.

The embedded software for the driverless METEOR line 14 metro in Paris was formally designed with the B-method [3]. The 115 000 lines specification written in B compiles into a 87 000 lines ADA program. The correctness proof, using interactive theorem proving, required to handle manually 27 800 proof obligations. For that purpose, 1400 rules had to be added to the prover and proved correct, 900 of which automatically. Since the metro is running, no error was ever claimed to be found in the embedded software nor in its B specification. Indeed all errors, if any, could only be found at the interfaces, the specification of which might not have been satisfied by the central control software (not developed in B and itself potentially subject to errors). One may wonder why, after such a successful experience, theorem proving based formal methods are not standard for the design of safety critical embedded software. If the circulating figures of 600 person/years are not exaggerated this might be because of the human cost of the software development process.

The ARIANE 5 flight 501 failure was due to the inertial reference system sending incorrect data following a software exception. This overflow exception was caused by an unprotected data conversion from a too large 64-bit floating point to a 16-bit signed integer value. Not all such conversions were protected because a maximum workload target of 80% had been set for the inertial reference system computer. Ironically, the exception was lifted in a part of the software which serves no purpose after the ARIANE 5 launcher lifts off (but was previously required for ARIANE 4). An erroneous reasoning based upon physical limitations and large margins of safety lead to the decision to leave variables unprotected. Unfortunately, the overflow was caused by an unexpected high value because the early part of the trajectory of ARIANE 5 differs from that of ARIANE 4 and results in considerably higher horizontal velocity values. The exception caused the inertial reference system processor to shut down which finally proved fatal [68].

The origin of the error was caught (afterwards) by an abstract interpretation
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based static analysis of the program. Unfortunately, automatic static analysis relies on approximation, so not all software errors will ever be caught statically in this way. There always exists an approximation to prove a given specification of a given computer system semantics/model but discovering this abstraction is logically equivalent to a formal correctness proof. So one either has to manually design the abstraction (often in the hidden form of a model) or to consider general-purpose reusable abstractions which will always be too abstract to proof some peculiar functional specification.

The most industrialized of the formal methods is certainly model checking. After the famous FDIV design fault in the Pentium processor, most hardware design companies now have model checkers. Present-day hardware model checkers can verify circuit designs of a few hundreds of registers (with abstraction of their surrounding environment). Model checking proceeds by exhaustive enumeration of the state space and is therefore subject to state space explosion: although the checking algorithm may be linear in the size of the specification formula and that of the state space, the state space size often grows exponentially with the size of the description of the model (usually given in the form of a program in some computer language). Despite various symbolic representation techniques using BDDs and their numerous variants, symmetry reduction, modular decomposition, breadth-first checking with the SAT procedure, etc. model checking still has to scale up for hardware, not speaking of software. Difficulties also come out of the temporal logic used for the specification which is often beyond human understanding capabilities. Most of the success of model checking is not so much in the formal verification of refined functional specifications (always subject to errors in the design of the model and/or specification) but in the finding of bugs not found by other informal methods (such as testing or simulation). Such partial model checking techniques only explore part of the state space (testing or simulation do follow exactly the same principle) thus avoiding the exploration (see e.g. the random pruning of the search space in). Debugging is done at the price of soundness, which is considered abusive by some, practical by others and sometimes is misunderstood.

Despite all these successes, debugging, simulation and run-time tests (using redundant computations to detect faulty numerical computations or to check at run-time that the path traversed is legal) are still the essential computer aided methods in embedded software validation and verification. So the present success of formal methods (mainly in hardware design) is still problematic to scale up for software.

3 Challenges in Embedded Software Verification

3.1 Software Models

Programming Language Semantics. Standard models in software are called semantics. They formalize program execution in abstract mathematical terms. Obviously a programming language semantics can serve as a basis for the analysis
and verification of software written in this language. In practice, there are nevertheless many difficulties. Even if (informal) standards do exist (see e.g. ANSI C [59]), most compilers do not strictly implement these specifications. Moreover the standards are continuously revised [58]. An example of change in [60] is “An array subscript is out of range, even if an object is apparently accessible with the given subscript (as in the lvalue expression \texttt{a[1][7]} given the declaration \texttt{int a[4][5]} ) (6.3.6).” Obviously the (probably erroneous) behavior of programs may be completely modified by such an update of their semantics! Programming environments also include many large libraries which semantics is often only very informally specified. Consequently the semantics of a programming language is often that specified by a compiler on a given machine for specific libraries, which is hardly understandable. In the best case, the consequence of this situation is that program verification tools try to conform to standards and therefore do not fully conform to practice. Nevertheless formal tools based upon programming (or specification) language semantics (or an abstract interpretation of this semantics) have the obvious advantage of providing automatically a model of the program to be verified.

**Problem Driven Abstractions for Model Checking.** In model-checking, the model is assumed to be given and the verification is relative to that model [20]. The model should preserve only selected characteristics of a real-world artifact, while suppressing others so as to abstract away from the too complex real-world system or program. This abstraction is done informally (or uses abstract interpretation of an already existing more refined model). The requirement to design a model to enable program verification leads to three different descriptions of the real-world system or program: –1 – in a programming language for the implementation; –2 – in a verification language for the model and –3 – in a logic language for the specification of the properties of the model which have to be checked [55]. So the specification is valid for the implementation only if the model is faithful, which is seldom checked (but could be using abstract interpretation to prove the model to be an abstraction of the implementation semantics). Abstraction is sometimes considered in model checking [21], but this is often between a concrete model and a more abstract model thus requiring at least a fourth level in the abstract description of the implementation. Often the concrete model is already assumed to be finite (although too large to be automatically checked) so that the abstraction and concretization functions are now computable. In this context refinement is computable [18], which is not the case in general for the semantics of usual programming languages [49].

**Abstraction.** More generally the concrete model is not finite, at least if the most concrete model is considered to be the semantics of the implementation and this implementation is described by programs written in a realistic programming language. The question is then whether the abstract model should be finite or infinite. For the verification of a given infinite concrete model, a finite model will always be adequate [27]. This leads to the idea of automatizing the
design of the abstract model from the concrete one, using deductive methods to prove its soundness (e.g. \[78\]) The difficulty is then that the discovering of the abstraction is logically equivalent to the discovery of an inductive argument (e.g. an invariant) and that the proof that the abstraction is sound is logically equivalent to an inductive proof (e.g. through invariance verification conditions) \[27\]. Otherwise stated the correctness of the concrete model can always be established by checking a finite abstract model, but the discovery and proof of soundness of the required abstraction is logically equivalent to a direct correctness proof of this concrete model \[24\]. It is hoped that this will globally simplify the proof (because abstractions like partitioning will decompose the global proof into many local ones \[24\]). Unfortunately, the soundness proof of the global/local abstractions (which is undecidable) is much more difficult than checking the abstract model (which is finite). The whole difficulty is now in the choice (and soundness proof, if any) of the abstraction so that the benefit is not always clear. Moreover, the whole abstraction/checking process has to be redone after each modification of the program. This is certainly a difficulty for embedded software which often evolves slowly over a long period of times (sometimes up to 20 years). It is therefore necessary to anticipate how the model will be maintained and modified along with the program.

**Standard Abstractions for Program Analysis.** For model checkers, the initial abstraction out of the embedded software is provided in the form of an often finite model for a given program. In static program analysis, the model of the program to be verified and its abstraction are provided by the analyzer and proved correct for a given programming language. So the user does not have to extract a verification model from his program but only to choose among predefined abstractions. Since analyzers must work for infinitely many programs, it is shown in \[36\] that no finite abstraction will be as powerful as infinite abstract domains with widening/narrowing \[29,30\] for Turing equivalent programming languages. A broader class of general-purpose abstractions, implemented in the form of libraries, is needed. The elimination of false alarms through the automatic choice of the appropriate abstract domain is still opened.

**Widening/Narrowing and Their Duals.** Infinite abstract domains not satisfying chain conditions do require the use of widening/narrowing techniques \[29,30\] in order to accelerate the convergence of fixpoint computations into approximations from above or to choose among alternatives in absence of a best approximation. Dual notions do exist for approximations from below \[23\]. Widening/narrowing techniques are also used in model checking although the link with these well-known techniques is not always recognized (e.g. compare the widening for BDDs of \[66\] to that of \[71\]).

The widening/narrowing technique is a dynamic approximation technique (during fixpoint computation) whereas abstraction is a static one (before fixpoint computation, at the time the model/abstract semantics is designed) \[30\]. All abstractions can be expressed as widenings \[34\] so abstraction is required only
to ensure the existence of an efficient computer-representation of the properties in static analysis and of an initial model in model checking. Otherwise, one can always represent properties as terms although this is not quite adequate in practice since powerful widenings are based on the semantics and the geometry of the fixpoint computation. Widenings based on thresholds (for example the widening to a finite domain \[53\] in static analysis or the limitation of reachability at a certain depth in model-checking \[9\]) are equivalent to static abstraction so are not very expressive \[34\]. Dynamic widenings could be better exploited in model checking to cope with the state space explosion problem, the same model being explored several times at different levels of abstractions determined dynamically by widenings.

### 3.2 Specifications

The specification language in model checking is typically a temporal logic \[16\] or a fixpoint calculus \[63\]. In program analysis, the specification is either provided automatically (e.g. a standard example is absence of run-time errors \[32,24\]) or provided by the user for abstract testing \[11,24,39\]. In both cases, the forward/backward and least/greatest fixpoints based static analysis/checking methods are not so different. Since the design of a model for a program is an abstraction in the sense of abstract interpretation, we can establish the following comparison:

<table>
<thead>
<tr>
<th>Specification</th>
<th>Program-dependent</th>
<th>Language dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstraction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program-dependent</td>
<td>Model checking</td>
<td>—</td>
</tr>
<tr>
<td>Language dependent</td>
<td>Abstract testing</td>
<td>Static Analysis</td>
</tr>
</tbody>
</table>

Obviously, one can also think of Static Checking where a program-dependent model is designed to check for language dependent properties for which standard abstractions may be a problem (such as threads must eventually enter/exit critical sections, the condition in monitors will eventually be verified for condition variables, etc.).

### 3.3 Control Structures

The flat modelling of control structures by transition systems initially considered in program analysis \[32\] and model-checking \[16,74\] is valid for some programming languages (like Prolog \[35\]) but this remains an exception (e.g. for functional languages \[38\]). In this context the finiteness hypothesis on data structures is not enough to ensure the finiteness of the program semantics. An example is the restriction of program variables to booleans in which case it is possible to simulate a Turing machine in Pascal \[25\] but not in C thus enabling finite model
control checking. Control analysis may also require a precise data flow analysis e.g. to trace pointers to functions or handlers (see Sec. 3.5).

Even with simple control structures, control abstractions (which consist in isolating a control-flow skeleton which is void of any knowledge about data), in particular of the veracity of tests and of run-time errors, is very rough and usable only for safety properties. An example of erroneous reasoning based on this abstraction is live variable in dataflow analysis, which is a liveness property for the control-flow model but not for the original program so that the analysis determines potentially live variables only (whence dead variables for sure). So deductive methods or model checking methods for proving liveness of the model while ignoring the program control flow (even partially e.g. by ignoring a single test) perform abstractions from above which are valid for safety but not liveness properties. For such upper abstraction models, most of the power of temporal logics over traditional program analysis methods is simply ruled out. Obviously, the dual notion of abstraction from below can also be used (or both can be mixed) but such lower approximation models are hardly usable to prove more than one property at a time so that different models are needed for proving different liveness properties of the same given program (alternative approaches are discussed in Sec. 3.8).

Although this might be still unfrequent, embedded software will certainly evolve towards multithreaded programming which requires both a high level of expertise together with precise analysis tools to cope with the usual accompanying control flow problems such as untrapped exceptions, race conditions, deadlocks, priority inversion, nonreentrant software, etc.

3.4 Numerical Properties

**Integer Properties.** The first abstractions into non-relational infinite domains where designed to handle properties of integers. Non-relational numerical abstraction were rapidly followed by relational ones. Such relational domains do scale up for static analysis provided the number of values which can be related is limited either statically at abstraction time or dynamically using widenings.

Relational numerical abstract domains with widenings have been extensively used in model checking of infinite state spaces to handle safety properties using exactly classical static analysis techniques.

For liveness properties, the techniques used in static analysis (inference of variant functions) and in model checking of finite systems (fixpoint approximation from below) are quite different (see Sec. 3.8 below). This is because in the context of infinite state spaces the only dual widenings which are known are based upon variant functions or on the finite prefix/suffix/intermediate exploration of a finite subset of the execution traces (which is nothing but debugging). More work is needing on that subject to cope with liveness properties of embedded software involving integer computations.
**Floating Point Properties.** Most present embedded software now involve floating point computations (e.g. to control a trajectory) which used to be performed with fixed precision. A consequence is the uncontrolled loss of precision of the floating-point operations. Transcendental numbers (like $\pi$ and $e$) cannot be represented exactly in a computer, since machines only use finite implementations of numbers (floating-point numbers instead of mathematical real numbers); they are truncated to a given number of decimals. Moreover the usual algebraic laws (associativity for instance) are no longer true when manipulating floating-point numbers. This leads to bugs such as run-time errors (here for instance, uncaught numerical exceptions), but also more subtle ones about the relevance of the numerical calculations that are made which in some cases can be completely non-significant. Let us just take an example reported in [50] showing the importance of the loss of precision. On the 25th of February 1991, during the Gulf war, a Patriot anti-missile missed a Scud in Dharan which in turn crashed onto an American barracks, killing 28 soldiers. The official enquiry report (GAO/IMTEC-92-26) attributed this to a fairly simple “numerical bug”. An internal clock that delivers a tick every tenth of a second controlled the missile. Internal time was converted in seconds by multiplying the number of ticks by $1/10$ in a 24 bits register. But $\frac{1}{10} = 0.00011001100110011001100\cdots$ in binary format, i.e. is not represented in an exact manner in memory. This produced a truncating error of about 0.000000095 (decimal), which made the internal computed time drift with respect to ground systems. The battery was in operation for about 100 hours which made the drift of about 0.34 seconds. A Scud flies at about 1676m/s, so the clock error corresponded to a localization error of about 500 meters. The proximity sensors supposed to trigger the explosion of the anti-missile could not find the Scud and therefore the Scud fell and hit the ground, exploding onto the barracks.

Sophisticated semantics and history based abstractions are needed to statically analyze the origin (not only the consequences) of this loss of precision in numerical programs [50]. Note that this is completely different from the boolean verification of circuits in floating-point unit by model checking [15].

### 3.5 Data Structures

In model checking program data structures are most often simply ignored. However the analysis of message-passing transition systems (e.g. for communication protocols) must take message-passing queues and operations into account (often not their content), see e.g. [10]. The abstraction process, which is an abstract interpretation, often remains quite informal or on purely syntactic bases [50], which is not adequate for liveness properties (as noted in previous Sec. 3.3).

Embedded software is often written in C or ADA and uses data structures which cannot be completely ignored when verifying their correctness. An example is the encoding of control into booleans (e.g. when compiling synchronous programs to C) or enumerated types. Type casts may also have to be taken into account. A more complex example is the use of pointers, in the simplest case to pass parameters to procedures (e.g. pointers to buffers, queues, etc.) which
may yield to aliases. Any analysis or correctness proof not taking aliases into account would be incorrect. Such pointer alias analysis attempts to determine when two pointer expressions refer to the same storage location and is useful to detect potential side-effects through assignment and parameter passing (see an overview in [77]). Such memory allocated data structures are used to memorize information which must be traced in some way or another in the correctness analysis or proof. It is then necessary to study the shape of the data structures and the absence of errors in their manipulation (see e.g. [43]). A classical example of error is buffer overflow (which has been often used by attackers of operating systems). Using precise domains, it is possible to check the absence of overflows with a very low rate of false alarms [42]. Standard abstractions for data structures remain to be developed, e.g. for standard libraries.

3.6 Modularity

Modularity has been studied both in model checking and static analysis. Whereas the modules are often designed manually in model checking [62], they often follow the modular structure of the software in program static analysis. Four basic methods for compositional separate modular static analysis of programs by abstract interpretation are known [28]:

– 1 – Simplification-based separate analysis (where the equations/constraints to be solved for a module are simply simplified while the fixpoint computation is delayed until the context of use of the module is known);

– 2 – Worst-case separate analysis (which consists in considering that absolutely no information is known on the interfaces of the module as in the detection of all potential interactions between the agents of a part of a mobile system interacting with an unknown context [46]);

– 3 – Separate analysis with (user-provided) interfaces (where the properties of the external objects referenced in the program part are defined by the user so that the analysis of the module can rely on that information while any use of the module must guarantee its veracity); and

– 4 – Symbolic relational separate analysis (where the analysis of the module relates symbolically the local information within the module to named external objects through a relational domain as in the pointer analysis of [31, Sec. 4.2.2]). There is also a fifth category which is essentially obtained by iterative composition of the above separate local analyses and global analysis methods [28]. For example, very large software based on a library of elementary functions could be analyzed efficiently by a very precise separate (thus possibly parallel) analysis of the basic functions later reused, maybe at a lower degree of precision, for the whole program analysis [28].

3.7 Timing

Embedded software (in particular when design according to the model of synchronous languages such as LUSTRE [14] or SIGNAL [8]), must be shown to satisfy timing constraints (typically execution of all simultaneous “instantaneous” actions must take less than a given upper bound, typically of few milliseconds). Modelling such timing constraints is difficult if not impossible when bounds are
tight so that characteristics of modern computers such as pipelines and cache hierarchies must be taken into account. These are numerous extensions of model-checking to handle time (such as timed automata e.g. [4]) but it would be very difficult to manually design appropriate models at the required fine grain level. Indeed in program analysis, the timing semantics can hardly be designed at the programming language source level (for which automatic concrete complexity analysis is certainly useful [17] but insufficient since constants factors do matter [7]). In practice it is indispensable to consider the program semantics at the assembler level, that is for a given compiler and for a given processor with some hypotheses on the frequency of physical interrupts [81]. The model being automatically generated for the program, one can be confident in its correctness which is established at the assembler language level using a timed model of the considered processor (which is a difficult task). To handle loops [70], one must have an upper-bound on the number of iterations, i.e. handle termination.

### 3.8 Termination and Unbounded Liveness Properties

Although embedded software must usually be proved not terminate except maybe through an operator imperative interaction (which is an easily checked property through reachability), parts of the software (such as elementary loops in basic functions) must be proved to effectively terminate. This is liveness proof which is often much more difficult than safety proofs.

This is not so much the case for finite models, even with fairness hypotheses [20], since in that case the model itself is a safety property (since no loop can go through infinitely many different states) so that any liveness property of the model can be proved by proving a stronger safety property of the model.

However infinite models (e.g. traces generated by an infinite transition system) are usually not safety properties so that proofs much resort to variant functions [48] which are much harder to discover than invariants (since they are abstractions of traces not of sets of states [33]). The models considered in model-checking (such as timed automata [1]) are often too restricted to serve as a basis for a general approach.

The results obtained in program analysis, in particular in the context of partial evaluation [67] or for the termination of imperative [61] or functional [73] or logic/constraint [80] languages seems promising. However fairness and schedulers still have to be considered e.g. for infinite state distributed programs in a local network.

### 3.9 Distribution and Mobility

The evolution of critical real-time embedded software for avionics, communication, defense, automotive, utilities, space or medical industry is from centralized control to distributed control on a (e.g. Ethernet-based) local area network (LAN). For example, modern automotive, aeronautic and train transportation computer systems certainly contain or will soon contain several dozen of computers communicating on a LAN. This radically changes the programming models
which are presently used, in particular from shared-memory to message-based systems. In this context one must reason on sets of traces (such as UML sequence diagram [54]) and not on sequences of sets of states (as is implicit in most temporal specifications [40]) for which present day set-based abstractions may be inadequate [75]. Experience in this analysis of network protocols [52] is certainly useful but regularity will certainly not be the rule.

Embedded software on LANs will certainly be fully integrated within wide-area networks (such as Internet) before the end of the present decade. For example to meet the constraints resulting from continuous air traffic growth, the future air navigation systems will certainly replace the existing air traffic control systems by effective traffic management that relies on flight path negotiations between the ground and the aircraft to reduce pilot and controller workload which implies network communications e.g. through communication satellites. A characteristic of network software is mobility, at least to replace online components by new ones but also as a communication mean, which implies continuous changes in the communication topology. The proof of non-trivial properties of mobile systems of processes definitely involves unbounded recursive structures which are hard to analyze using uniform models where all instances of processes are merged independently of their instances. Relational abstractions with counting are necessary to obtain precise results [45, 44].

3.10 User Interfaces

Tools based on formal methods may require a profound understanding of the methods (e.g. all tools are incomplete so that the user will eventually come with questions that the formal tool cannot fully answer in which case the user will want to understand why no definite positive/negative answer is produced, which even for simple formal systems as simple as type systems is sometime very hard). Interfaces of formal software tools with non-specialists of formal methods, in particular to interpret the output in case of uncertainty and to interact with the tool, is also to be considered.

4 Conclusion

Formal verification is certainly essential to design safety critical embedded systems. Embedded software validation must evolve from debugging to verification, still a long way to go. The increasing complexity of such software systems evolves with the new capacities of hardware and networking capabilities. This continuously increased complexity makes the verification of embedded software a formidable challenge for the next decade.

The success will certainly depends on which models/semantics and specifications of embedded software are considered:

- Hand-made models are a guarantee of success (since finite models allowing for a formal proof of a given program always exist [27]). However hand-made
models are also extremely costly to design (but maybe for relatively small parts of the program) and maintain (in order to follow program evolutions). Methods for proving the soundness of such hand-made models are still to be developed and could strongly rely on abstract interpretation.

- Application specific models constructed by automatic abstraction require a model of reference and a theorem prover based soundness proof. This is logically equivalent to direct formal proofs \[27\] and so are also likely to be extremely costly (again but for small parts of the program).

- Since abstraction is inevitable and costly, an interesting alternative is to design reusable abstractions for programming languages with respect to pre-defined specifications (as in static program analysis) or user-defined specifications (as in abstract testing \[39\]). This is the whole purpose of program semantics abstraction as formalized by abstract interpretation \[26\] which will certainly be an important formal method leading to the systematic design of useful automatic tools supporting the design of embedded software.
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Abstract. The ability to incorporate low-power, wireless communication into embedded devices gives rise to a new genre of embedded software that is distributed, dynamic, and adaptive. This paper describes the network-centric approach to designing software for highly constrained devices embodied in TinyOS. It develops a tiny Active Message communication model and shows how it is used to build non-blocking applications and higher level networking capabilities, such as multihop ad hoc routing. It shows how the TinyOS event-driven approach is used to tackle challenges in implementing the communication model with very limited storage and the radio channel modulated directly in software in an energy efficient manner. The open, component-based design allows many novel relationships between system and application.

1 Introduction

The emergence of compact, low-power wireless communication, sensors, and actuators in the technology that supports the ongoing miniaturization of processing and storage is giving rise to entirely new kinds of embedded systems and a fundamentally new genre of embedded software. Historically, embedded systems have been highly engineered to a particular task. For example, a disk drive controller sits between a standardized command/response channel and the disk head assembly, with its rotation sensors, positioning actuators, and read/write heads. The controller software is a highly orchestrated command processing loop to parse the request, move the heads, transfer the data, perform signal processing on it, and respond. The system is sized and powered for the particular application. The software is developed incrementally over generations of products and loaded into a device for its lifetime. An engine ignition controller is even more specialized to performing a particular sense/actuate loop autonomously.

The new kinds of embedded systems are distributed, deployed in environments where they may not be designed into a particular control path, and often very dynamic. The fundamental change is communication; collections of devices can communicate to achieve higher level coordinated behavior. For example, wireless sensor nodes may be deposited in offices and corridors throughout
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a building, providing light, temperature, and activity measurements. Wireless nodes may be attached to circuits or appliances to sense current or to control usage. Together they form a dynamic, multihop routing network that connects each node to more powerful networks and processing resources. Through analysis of radio signal strength and other sensory nodes, nodes determine their location. They tap into local energy sources, perhaps using photovoltaic cells or nearby telephone or AC lines, to restore their energy reserves. Nodes come and go, move around, and are affected by changes in their environment. Collectively, they adapt to these changes, perform analysis of usage patterns and control lighting, temperature, and appliance operation to conform to overall energy usage goals.

The new genre of embedded software is characterized by being agile, self-organizing, critically resource constrained, and communication-centric on numerous small devices operating as a collective, rather than highly engineered to a particular stand-alone task on a device sized to suit. The application space is huge, spanning from ubiquitous computing environments where numerous devices on people and things interact in a context-aware manner, to dense in situ monitoring of life science experiments, to condition-based maintenance, to disaster management in a smart civil infrastructure. A common pattern we find is that the mode of operation is concurrency intensive for bursts of activity and otherwise very passive watching for a significant change or event. In the bursts, data and events are streaming in from sensors and the network, out to the network and to various actuators. A mix of real-time actions and longer-scale processing must be performed. In remaining majority of the time, the device must shutdown to a very low power state, yet monitor sensors and network for important changes while perhaps restoring energy reserves. Net accumulation of energy in the passive mode and efficiency in the active mode determine the overall performance capability of the nodes.

To explore the system design techniques underlying these kinds of applications and the emerging technology of microscopic computing, we have developed a series of small RF wireless sensor devices, a tiny operating system (TinyOS), and a networking infrastructure for low-power, highly constrained devices in dynamic, self-organized, interactive environments. The hardware platform grew out of the ‘Macromote’ developed in SmartDust project as a demonstration of the current analog of what might be put into a cubic millimeter by 2005. Our first experimental platform (Figure 1) had a 4MHz Atmel AVR 8535 Microcontroller, 8 KB of program store, 0.5 KB of SRAM, a single-channel low power radio, EEPROM secondary store, and a range of sensors on an expansion bus. It operates at about 5 mA when active and 5μA in standby, so a pair of AA batteries provides over a year of lifetime at 1% active duty cycle. The severe resource constraints put this platform far beyond reach of conventional operating systems. TinyOS is a simple, component-based operating system, which primarily is a framework for managing concurrency in a storage and energy limited context. A collection of modular components build up from modulating the radio channel and accessing sensors via ADCs to an event-driven environmental
monitoring application with dynamic network discovery and multihop ad hoc routing. A non-blocking discipline is carried through out the design and most components are essentially reentrant cooperating state machines.

![The DOT mote.](image)

**Fig. 1.** The DOT mote.

The remainder of this paper describes the communication-centric design issues that have arose in developing TinyOS and its tiny networking stacks. Section 2 provides background and a general introduction to TinyOS. Section 3 introduces the Tiny Active Message communication abstraction and illustrates how it is used to form high level networking capabilities. Section 4 examines a collection of software challenges underlying the communication abstraction. Section 5 provides a brief performance evaluation and Section 6 outlines future directions.

## 2 TinyOS Concepts

Tiny OS, like conventional operating systems, seeks to reduce the burden of application development by providing convenient abstractions of physical devices and highly tuned implementations of common functions. However, this goal is especially challenging because of the highly constrained resource context, the unusual and application specific character of the devices, and the lack of consensus on what layers of abstraction are most appropriate in this regime. The TinyOS approach is to define a very simple component model and to develop a range of components, subsets of which are composed to support a particular application. With time and experience, the new layers of abstraction are likely to emerge. The TinyOS component model focuses on providing a rich expression of concurrency within limited resources, rather than interface discovery or format adaptation [11,10]. Since the deeply embedded sensor networks that we target must run unattended for long periods, robustness is essential. The component
model with narrow interfaces is a significant aid, but given the processing, storage, and energy constraints, we need very efficient modularity. The programming model provides extensive static information, so that compile-time techniques can remove much of the overhead associated with a modular approach and eventually can provide unusual analyses, such as jitter bounds.

A complete TinyOS application consists of a scheduler and a graph of components. Each component is described by its interface and its internal implementation, in a manner similar to many hardware description languages, such as VHDL and Verilog. An interface comprises synchronous commands and asynchronous events. We think of the component as having an upper interface, which names the commands it implements and the events it signals, and a lower interface, which names the commands it uses and the events it handles. The implementation is written entirely in terms of the interface name space. A component also has internal storage, structured into a frame, and internal concurrency, in the form of very light-weight threads, called tasks. The command, event, and task handlers are declared explicitly in the source. The points where an external command is called, event is signaled, or task is posted are also explicit in the static code, as are references to frame storage. A separate application description describes how the interfaces are ’wired together’ to form the overall application composition. The wiring need not be 1-1; an event may be delivered to multiple components or multiple components may use the same command. Thus, although the application is extremely modular, the compiler has a great deal of static information to use in optimizing across the whole application, including the operating system. In addition, the underlying run-time execution model and storage model can be optimized for specific platforms. A typical application graph is shown in Figure 2 containing a low-power radio stack, a UART serial port stack, sensor stacks, and higher level network discovery and ad hoc routing to support distributed sensor data acquisition. This entire application occupies about three kilobytes.

The TinyOS concurrency model is essentially a two-level scheduling hierarchy - events preempt tasks, tasks do not preempt other tasks. The philosophy is that the vast majority of operation is in the form of non-blocking state transitions. Inter-component operation in tasks is relatively familiar. Within a task, commands may be called, a command may call subordinate commands, or it may post tasks to continue working logically in parallel with its invocation. By convention, all commands return a status indicating whether the command was accepted, providing a full handshake. Since all components have bounded storage, a component must be able to refuse commands. It is very common for a command to merely initiate an operation, say accessing a sensor or sending a message, leaving the operation to be carried out concurrently with other activities, either using hardware parallelism or tasks.

Events are initiated at the lowest level by hardware interrupts. Events may signal higher level events, call commands, or post tasks. Commands cannot signal events. Thus, an individual event may propagate through multiple levels of components, triggering collateral activity. Whenever the work cannot be ac-
Fig. 2. Typical networking application component graph.

...complished in a small, bounded amount of time, the component should record continuation information in its frame and post a task to complete the work. By convention, the lowest level hardware abstraction components perform enough interrupt processing to reenable interrupts before signaling the event. Events (or tasks posted within events) typically complete the split-phase operations initiated by commands, signaling the higher-level component that the operation has completed and perhaps passing it the data.

A non-blocking approach is taken throughout TinyOS. There are no locks and components never spin on a synchronization variable. A lock-free queue data structure is used by the scheduler. Components perform a phase of an operation and terminate, allowing the completion event to resume their execution. Most components are written essentially as reentrant state machines. Currently, TinyOS is written in C with conventional preprocessor macros to highlight the key concepts. Better linguistic support would be natural and desirable as the approach becomes established. In our current implementation, the TinyOS execution model is implemented on a single shared stack with a static frame per component.

To make the discussion concrete, Figure 3 shows a TinyOS C code fragment that periodically obtains a value from a sensor and communicates it to neighboring nodes, which render it on their LEDs. The top level structure declares the component storage frame, a command handler, and four event handlers, one of which handles a message event. Each declaration is decorated with a TOS handler type and each would be reflected in the external interface. Here the frame provides an outgoing message buffer for the component and a state variable. The CHIRP_INIT command illustrates the synchronous module interface; it invokes a subordinate command in the clock module to request periodic events, one per second. A local name is used for the clock initialization command, which is bound to the name used within the particular clock component by the application de-
scription graph. Similarly, a local event handler (CHIRP_CLOCK_EVENT) is wired to the clock output event. Here the clock event initiates acquisition of a sensor data value, unless the previous data has not yet been transmitted. The reference to a frame variable is explicit, using VAR.

\begin{verbatim}
TOS_FRAME_BEGIN(CHIRP_frame) {
    TOS_Msg msg;        /* Message transmission buffer */
    char send_pending;  /* State of buffer*/
}
TOS_FRAME_END(CHIRP_frame);

c char TOS_COMMAND(CHIRP_INIT)(){
    return TOS_CALL_COMMAND(CHIRP_CLOCK_INIT)(tick1ps);
}

void TOS_EVENT(CHIRP_CLOCK_EVENT)(){
    if (VAR(send_pending) == 0) return TOS_CALL_COMMAND(CHIRP_GET_DATA)();
}

c char TOS_EVENT(CHIRP_DATA_EVENT)(int data){
    VAR(msg).data[0] = (char)(data >> 2) & 0xff;
    VAR(send_pending) = 1;
    if (TOS_CALL_COMMAND(CHIRP_SEND_MSG)(TOS_BCAST_ADDR,AM_MSG(CHIRP_MSG),
        &VAR(data))
        return 1;
    }else {
        VAR(send_pending) = 0;
        return 0;
    }
}

c char TOS_EVENT(CHIRP_MSG_SEND_DONE)(TOS_MsgPtr msg){
    if(&VAR(msg) == msg) VAR(send_pending) = 0;
    return 1;
}

TOS_MsgPtr TOS_MSG_EVENT(CHIRP_MSG)(TOS_MsgPtr msg){
    TOS_CALL_COMMAND(CHIRP_OUTPUT(msg->data[0]));
    return msg;
}
\end{verbatim}

Fig. 3. Example Tiny Active Message application.

The sensor data acquisition protocol illustrates a common, split-phase access pattern. The command causes the operation to start. The component will finish a phase of its work and return, typically allowing the task or event to complete. When the operation is complete, a corresponding event is fired. Here,
the ADC runs concurrently and signals the data ready event, which converts the 10-bit sensor value to an 8-bit quantity and requests that it be transmitted in a message. Completion of the transmission operation will signal the CHIRP_MSG_SEND_DONE event on the local node. Arrival of the message at neighboring nodes will signal the CHIRP_MSG event on those nodes, passing it the message data. Details of the messaging portions are described below.

3 Application-Level Communications Challenges

A key test of the communication-centric design approach in TinyOS is its utility in constructing a networking infrastructure for self-organized, deeply embedded collections of devices. We outline several of the key challenges that arise within the networking ‘stack’ and describe how they are addressed within TinyOS. We begin with the application level messaging model, a variant of Active Messages. Going upward, we describe a simple dynamic network discovery and ad hoc multihop routing layer. Going down, the next section addresses a number of the detailed issues in implementing such a stack in few instructions, little storage, and very little power.

3.1 Tiny Active Messages

Active Messages (AM) is a simple, extensible paradigm for message-based communication widely used in large parallel and distributed computing systems. At its core is the concept of overlapping communication and computation through lightweight remote procedure calls. Each message contains the name of a handler to be invoked on a target node upon arrival and a data payload to pass in as arguments. The handler function serves the dual purpose of extracting the message from the network and either integrating the data into the computation or sending a response. The AM communication model is especially well-suited to the execution framework of TinyOS, as it is event-driven and specifically designed to allow a very lean communication stack to process packets directly off the network, while supporting a wide range of applications.

Initiating an Active Message involves four components, specifying the data arguments, naming the handler, requesting the transmission, and detecting transmission completion. Receiving involves invoking the specified handler on a copy of the transmitted data. This family of issues is illustrated in Figure 3.

The SEND_MSG command identifies intended recipients (here using the broadcast address for the local cell of nodes that pick up the radio transmission), the handler that will process the message on arrival, (here CHIRP_MSG), and the source output message buffer in the local frame. A handler registry is maintained, and TOS_MSG extracts the identifier for the named handler. The status handshake for this command illustrates the general notion of components managing their bounded resources. The messaging component may refuse the send request, for example, if it is busy transmitting or receiving a message and does not have resources with which to queue the request. The reaction to this
occurrence is application specific; in this example we forgo transmitting the particular sensor reading. We might instead adjust data acquisition frequency or phase.

The message arrival event is similar to other events. One key difference is that the Active Message component dispatches the event to the component with the associated message handler. Many components may register one or more message handlers. Additionally, the input to the handler is a reference to a message buffer provided by the Active Message component.

### 3.2 Managing Packet Buffers

Managing buffer storage is a sticky problem in any communication stack. Traditional operating systems push this complexity into the kernel, providing a simple, unlimited user model at the cost of copying, storage management complexity, and blocking interfaces. High performance models, such as MPI, define a suite of send and receive operations with distinct completion semantics. Three issues must be addressed: encapsulating useful data with transport header and trailer information, determining when output message data storage can be reused, and providing an input buffer for an incoming message before the message has been inspected to determine where it goes. The Tiny Active Message layer provides simple primitives for resolving these issues with no copying and very simple storage management.

The message buffer has a defined type in the frame that provides holes for system specific encapsulation, such as routing information and error detection. These holes are filled in as the packet moves down the stack, rather than following pointers or copying. The application components refer only to the data field or the entire buffer. References to message buffers are the only pointers carried across component boundaries in TinyOS.

Once the send command is called, the transmit buffer is considered ‘owned’ by the network until the messaging component signals that transmission is complete. The mechanism for tracking ownership is application specific; our example maintains a pending flag. Since a strict ownership exchange is involved, no mutex is required around updates to the flag, although some care in coding must be exercised. If the send command is accepted, the SEND DONE event will asynchronously clear the pending flag.

Observe that the SEND DONE event receives a reference to the completed buffer as an argument and must check whether the buffer is its own. This event is delivered to all components that register AM handlers. A component that receives a done signal for another’s transmission may use the event to retry a previously refused request.

The message handler receives a reference to a ‘system owned’ buffer, which is distinct from its frame. The typical behavior is to process information in the message and return the buffer, as in our example. In general, the handler must return a reference to some free buffer. It could retain the buffer it was given by the system and return a different buffer that it ‘owns’. A common special case of this scenario is a handler that makes a small change to an incoming message
and retransmits it. We would like to avoid copying the remainder of the message. However, we cannot retain ownership of the buffer for transmission and return the same buffer to the system. Such a component should declare a message buffer and a message buffer pointer in its frame. The handler modifies the incoming buffer and exchanges buffer ownership with the system. If its previous transmit buffer is still busy, one of the two operations must be discarded. A component performing reassembly from multiple packets may own multiple such buffers. In any case, runtime buffer storage management is reduced to a simple pointer swap.

3.3 Network Discovery and Ad Hoc Routing

A more sophisticated use of the tiny Active Message model is illustrated by its use in supporting dynamic network discovery and multihop ad hoc routing. Discovery could be initiated from any node, but often it is rooted at gateway nodes that provide connectivity to conventional networks. Each root periodically transmits a message carrying its ID and its distance (zero) to its neighborhood. The message handler checks whether the source is the 'closest' node it has heard from recently (i.e., in the current discovery phase) and, if so, records the source ID as its multihop parent, increments the distance, and retransmits the message with its own ID as the source. The discovery component utilizes the buffer swap described above. Observe, this simple algorithm builds a breadth first spanning tree in a distributed fashion rooted at the original source. Each node records only a fixed amount of information. The specific shape of the tree is determined by the physical propagation characteristics of the network, not any prespecified layout, so the network is self-organizing. With multiple concurrent roots, a spanning forest is formed.

Routing packets up the tree is straightforward. A node transmitting data to be routed specifies a multihop forwarding handler and identifies its parent as the recipient. The handler will fire in each of its neighbors. The parent retransmits the packet to its parent, using the buffer swap. Other neighbors simply discard the packet. The data is thus routed hop-by-hop to the root. Reduction operators can be formed by accumulating data from multiple 'children' before transmitting a packet up the tree.

The discovery algorithm is non-optimal because of redundancy in the outgoing discovery wave front and might be improved by electing cluster leaders or retransmitting the beacon with some probability inversely related to the number of siblings. Alternatively, the discovery phase can be eliminated entirely by piggybacking the distance information on the sensor data messages. When a node hears a packet from a node fewer hops from the base station, it adopts the source as its parent. The root node simply transmits a packet to itself to grow the routing tree. (Nodes must also age their current distance to adapt to changes in network topology due to movement or signal propagation changes.)

These simple examples illustrate the fundamental communication step upon which distributed algorithms for embedded wireless networks are based: receiving a packet, transforming it, and selectively retransmitting it or not. Squelching
retransmission forms an outgoing wave front in discovery and forms a beam on multihop routing. In these algorithms the data structure for determining whether to retransmit is little more than a hop count, more generally it might be a cache of recent packets [5,7].

4 Lower-Level Communication Challenges

This section works down from the messaging component to illustrate the nuts and bolts of realizing the lower layers if a tiny communications stack.

4.1 Crossing Layers without Buffering

One challenge is to move the message data from the application storage buffer to the physical modulation of the channel without making entire copies, and similarly in the reverse direction. A common pattern that has emerged is a cross layer 'data pump'. We find this at each layer of the stack in Figure 2. The upper component has a unit of data partitioned into subunits. It issues a command to request transmission of the first subunit. The lower component acknowledges that it has accepted the subunit and when it is ready for the next one it signals a subunit event. The upper handler provides the next unit, or indicates that no more are forthcoming. Typically this is done by calling the next subunit command within the ready handler. The message layer is effectively a packet pump. The packet layer encodes and frames the packet, pumping it byte-by-byte into the byte layer. On the UART, the byte-by-byte abstraction is implemented directly in hardware, whereas on the radio the byte layer pumps the data bit-by-bit into the radio. Each of these components utilizes the frame, command, and event framework to construct a re-entrant software state machine.

4.2 Listening at Low Power

In traditional remote control or remote monitoring applications, a well-powered stationary device is always receiving and a portable device transmits infrequently. However, in a multi hop data collection network, each node will transmit its own data from time to time and listen the rest of the time for data that it needs to forward toward a sink.

Although active transmission is the most power intensive mode, most radios consume a substantial fraction of the transmit energy when the radio is on and receiving nothing. In ad hoc networks, a device will only be transmitting for short periods of time but must be continually listening in order to forward data for the surrounding nodes. The total energy consumption of a device ends up being dominated by RF reception cost. To address this, we employ two techniques to reduce the power consumption while listening.

A fairly traditional way to accomplish this is through a technique we refer to as periodic listening. By creating time periods when it is illegal to transmit, nodes must listen only part time. This approach works well when the time scale
of the invalid periods is quite large relative to the message transmission time. For example, we have an implementation of this mechanism where the transmission window is ten seconds and the sleep window is 90 seconds. This reduces the reception power consumption of the nodes by approximately 90%. However, downside of this simple approach is that it limits the realized bandwidth available by the same factor.

The reduction of network bandwidth into a mobile node is often unacceptable in the context of sensor networks. Any node may be act as a router or data processing point and need to fully utilize the radio bandwidth. To address this issue we have developed second technique that we call low power listening. This method keeps the same listener duty cycle concept, but greatly reduces the time scale. Each receiver turns its radio on for 30 µs out of a 300 µs window instead of 10 sec out of 100 sec. This permits the same 90% energy savings as periodic listening yet does not decrease the available channel capacity. The downside of this method is that a transmitter must spend extra energy to make sure that the receiver has its radio on before packet transmission begins. A transmitter must send a packet preamble designed to get the attention of the receiver. Because the sender knows that the receiver will be listening every 300µs, the preamble must be at least the same duration. In our system, the data packet length is 56,100 µs long, so preamble overhead is quite small compared to the transmission cost. A 90% decrease in idle power consumption is gained with less than a 1% increase in transmission cost without changing the channel capacity. In the case of a node that transmits one packet per second and receives one packet per second from other nodes, there is a net power reduction for the radio of approximately 75%. System level power measurements on real hardware have confirmed this power savings.

### Table 1. Power savings breakdown for a radio that receives and transmits 1 packet per second with a TX power consumption of 12mA and an RX power consumption of 5mA. Packet transmission and reception takes 50ms.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Time</th>
<th>Normal</th>
<th>Low Power Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit</td>
<td>50 ms/50.5 ms</td>
<td>600µj</td>
<td>606µj</td>
</tr>
<tr>
<td>Receive</td>
<td>50 ms</td>
<td>250 µj</td>
<td>250 µj</td>
</tr>
<tr>
<td>Listen</td>
<td>900 ms</td>
<td>4500 µj</td>
<td>450 µj</td>
</tr>
<tr>
<td>Total</td>
<td>1000 ms</td>
<td>5350 µj</td>
<td>1306 µj</td>
</tr>
<tr>
<td>Savings</td>
<td></td>
<td></td>
<td>75%</td>
</tr>
</tbody>
</table>

To further reduce the average power consumption of the network, low power listening can be combined with the periodic listening. Running both schemes simultaneously results in listening at reduced power for only a fraction of the time. The power reductions are multiplicative. These techniques provide a mechanism for trading bandwidth and transmission cost for a reduction in receive power consumption.
4.3 Physical Layer Interface

Traditional I/O subsystems have a controller hierarchy that abstracts the device specific characteristics and timing requirements of the physical layer from the main system controller. In contrast, our hardware directly connects the central microcontroller to the radio. This places all of the real time requirements of the radio onto the microcontroller. It must handle every bit that is transmitted or received in real time. Additionally, it controls the timing of each bit so that any jitter in the control signals that it generates is propagated to the transmitted signal. The TinyOS communication stack has been constructed to handle these constraints while allowing higher level functions to continue in parallel.

At the base of our component stack is a state machine that performs the bit timing. The RFM component transfers a single bit at a time to and from the RF Monolithics radio. For a correct transmission to occur, the transmitted bit must be placed and held on the TX line of the radio for exactly one bit time. In our system that is 100$\mu$s. For reception, the RX line of the radio must be sampled at the midpoint of the transmission period. The radio provides no support for determining when bit times have completed.

The interface to our RFM component takes the form of a data pump. It orchestrates a bit-by-bit transfer from a byte level component to the physical hardware. To start the transmission of data, a command is issued to the RFM component to switch into transmit mode. Then a second command is used to transfer a single bit down to the RFM component. This bit is immediately placed onto the transmit line. After 100$\mu$s has passed, the RFM component will signal an event to indicate that it is ready for another bit. The byte level components response is to issue another command to the RFM component that contains the next bit. This interaction of signaling and event and receiving the next bit continues until the entire packet is completed. The RFM layer component abstracts the real time deadlines of the transmission process from the higher layer components.

During transmission, complex encoding must be done on each byte while simultaneously meeting the strict real time requirements of the bit layer. The encoding operation for a single byte takes longer than the transmission time of single bit. To ensure that the encoded data is ready in time to meet the bit level transmission deadline, we must start the encoding of the next byte prior to the completion of the transmission of the current byte. We use the TinyOS task mechanism to execute the encoding operation while simultaneously performing the transmission of previous data. By encoding data one byte in advance of transmission, we are using buffering to decouple the bit level timing from the byte encoding process.

Data reception takes the same form as transmission except that the receiver must first detect that a transmission is about to begin and then determine the timing of the transmission. To accomplish this, when there is activity on the radio channel, the RFM layer component is set to sample bits every 50$\mu$s, double sampling each byte. These bits are handed up one at a time to the byte level component. The byte level component creates a sliding buffer of these bit values.
that contains the last 18 bits. When the value of the last 18 bits received matches the designated start symbol, the start of a packet has been detected. Additionally, the timing of the packet has been determined to within half a bit time. Next, the RFM layer is told to sample a single bit after 75\(\mu s\). This causes the next sample to fall in the middle of the next bit window, half way between where the double sampling would have occurred if the sample period had remained at 50\(\mu s\). Finally, the RFM is told to sample every 100\(\mu s\) for the remainder of the packet.

4.4 Media Access and Transmission Rate Control

In wireless embedded systems, the communication path to the devices is not a dedicated link as it is in most traditional embedded system, but instead a shared channel. This channel represents a precious resource that must be shared effectively in the context of resource constrained processing and ad hoc multihop routing. Moreover, many applications require that nodes have roughly equal ability to move data through the network, regardless of position within the network topology. We have extended the low-level TinyOS communication components with an energy-aware media access control (MAC) protocol and developed a simple technique for application specific adaptive rate control [12].

Since the I/O controller hierarchy on our small devices is so primitive, the MAC protocols must be performed on micro-controller concurrently with other operations. The RF transceiver lacks support for collision detection, so we focus on Carrier Sense Multiple Access (CSMA) schemes, where a node listens for the channel and only transmits a packet if the channel is idle. The mechanism for clocking in bits at the physical layer is also used for carrier sensing. Thus, the MAC layer is implemented at both the bit and byte level in the network stack. If consecutive sampling of the channel discovers no signal, the channel is deemed idle and a packet transmission is attempted. However, if the channel is busy, a random back off occurs. The entire process repeats until the channel is idle. A simple 16-bit linear feedback shift register is used as a pseudo random number generator for the back off period. Since energy is a precious resource, the radio is turned off during back off. Many applications collect and transmit data periodically, perhaps after detecting a triggering event, so traffic can be highly correlated. Detection of a busy channel suggests that a neighboring node may indicate that the communication patterns of the nodes are synchronized. The application uses the failure to send as feedback and shifts it sampling phase to potentially desynchronize. This simple scheme has been shown to yield 75% channel utilization for densely populated cell.

Another common application requirement is roughly equal coverage of data sampling over the entire network. In other words, each node in the network should be able to deliver fair allocation of bandwidth to the base station. With our ad hoc routing layer, nodes self organize into a spanning forest, where each node originates and routes traffic to a base station. The competition between originated and route-thru traffic for upstream bandwidth must be balanced in
order to meet the fairness goal. Furthermore, given that the capacity of a multi-hop network is limited \cite{2}, nodes must adapt their offered load to the available bandwidth rather than over-commit the channel and waste energy in transmitting packets that can never reach the base station. Our adaptive transmission control scheme is a local algorithm implemented above the Active Message layer and below the application level. The application has a baseline sampling rate that determines in maximum transmission rate and transmits a sample with a dynamically determined probability. On successful transmission the probability is increased linearly, whereas on failure it is decreased multiplicatively. A successful transmission can be indicated by an explicit acknowledgment from the receiver or an implicit acknowledgment when the sender hears its packet being forwarded by its parent. Since implicit acknowledgment is often application specific, the application decides if the transmission was successful and propagates the information down to the transmission control layer. Rejection of application’s transmission command at the transmission control level triggers the adaptation.

5 Evaluation

To demonstrate the performance of the Active Messages model, we performed single message round-trip timings (RTT) and measured energy overhead on a sample implementation. The measurements were made on embedded sensors with a 4MHz Atmel AVR 8535 Microcontroller and an RFM radio. The Tiny Active Messages software component consumes 322 bytes of a 2.6KB total binary image. At a 10kbps raw bit rate and using a 4b6 encoding scheme, the wireless link supports 833 bytes/sec of throughput. Figure 4 presents the RTT results for various lengths through a network. A route length of one measures a host computer to base station time (40ms) and reflects the cost of the wired link, device processing, and the host OS overhead. For routes greater than one hop, the RTT includes the latency of the wireless link between two devices. The difference between the two and one hop RTT yields the device-to-device RTT of 78ms. Table\ref{table:1} presents a cumulative profile of the single hop RTT. The difference between request arrival and reply transmission of .3 ms shows that the Active Message layer only accounts for .75% of the total RTT time over the wired link. This decreases when compared to the longer transmission times of the wireless link.

Exploiting the event based nature of Active Messages enables a high degree of power savings. When no communication or computation is being performed, the device enters a low-power idle state. We measured the power consumption for this idle state, the peak power consumption and the energy required to transmit one bit. The results are presented in Table\ref{table:3}

6 Conclusion

The TinyOS approach has proven quite effective in supporting general purpose communication among potentially many devices that are highly constrained in
Fig. 4. Round trip times for various route lengths. Note that one hop measures the time for a message between the Host PC and base station device.

Table 2. Cumulative time profile for a single hop RTT test.

<table>
<thead>
<tr>
<th>Component</th>
<th>Cumulative Time (msec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First bit of request on device</td>
<td>0</td>
</tr>
<tr>
<td>Last bit of request on device</td>
<td>15.6</td>
</tr>
<tr>
<td>First bit of reply from device</td>
<td>15.9</td>
</tr>
<tr>
<td>Last bit of reply from device</td>
<td>32.8</td>
</tr>
<tr>
<td>First bit of next request on device</td>
<td>40.0</td>
</tr>
</tbody>
</table>

Table 3. Power and energy consumption measurements.

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Idle State</td>
<td>5 μAmps</td>
</tr>
<tr>
<td>Peak</td>
<td>5 mAmps</td>
</tr>
<tr>
<td>Energy per bit</td>
<td>1 μJoule</td>
</tr>
</tbody>
</table>

terms of processing, storage, bandwidth, and energy with primitive hardware support for I/O. Its event driven model facilitates interleaving the processor between multiple flows of data and between multiple layers in the stack for each flow while still meeting the severe real-time requirements of servicing the radio. Since storage is very limited, it is common to process messages incrementally at several levels, rather than buffering entire messages and processing them level-by-level. However, events alone are not sufficient; it is essential that an event be able to hand any substantial processing off to a task that will run outside
the real-time window. This provides logical concurrency within the stack and is used at every level except the lowest hardware abstraction layer. By adopting a non-blocking, event-driven approach, we have been able to avoid supporting traditional threads, with the associated multiple stacks and complex synchronization support.

The component approach has yielded not only robust operation despite limited debugging capabilities, it has greatly facilitated experimentation. For example, we had little understanding of what would be the practical error characteristics of the radio channel when the development started, and we ended up building several packet layers that implemented different coding and error detection strategies. The packet components could be swapped with a simple change to the description graph and temporary components could be interposed between existing components, without changing any of the internal implementations. Moreover, the use of components and the TinyOS programming style allows essentially an entire subtree of components to be replaced by hardware and vice versa.

The Tiny Active Message programming model has made it easy to experiment with numerous higher level networking layers and fine-grained distributed algorithms. Although the devices are quite limited, we spend little effort worrying about the low-level machinery while building high-level, often application specific protocols. Several higher level capabilities have recently been developed on this substrate. One example is the ability to reprogram the nodes over the network. A node can obtain code capsules from its neighbors or over multihop routes and assemble a complete execution image in its EEPROM tiny secondary store. The node can then use this to reprogram itself. Other examples include a general purpose data logging and acquisition capability, a facility to query nodes by schema, and to aggregate data from a large number of nodes within the network. We are currently developing mechanisms for operating the radio at five to ten times the bit rate, while keeping all of the higher level structures.

Without the traditional layers of abstraction dictating what kinds of capabilities are available, it is possible to foresee many novel relationships between the application and the underlying system. Our adaptive transmission control scheme is a simple example; rejection of the send request causes the application to adjust its rate of originating data. The application level forwarding of multihop traffic allows the node to keep track of its changing set of neighbors. Moreover, the radio is itself another sensor, since receive signal strength is provided to the ADC. Thus, each packet can be accompanied by signal strength data for use in estimating physical distance or presence of obstructions. The radio is also an actuator, as its signal strength, and therefore cell size, can be controlled. The lowest layer components are synchronizing all receivers to the transmitter to within a fraction of a bit. Thus, very fine grain time synchronization information could be provided with every packet for control applications. What started as a tremendously constraining environment where traditional abstractions were intractable has become a rich and open playground for experimenting with novel software structures for deeply embedded, networked systems.
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Abstract. Dynamic storage allocation and automatic garbage collection are among the most popular features that high-level languages can offer. However, time-critical applications cannot be written in such languages unless the time taken to allocate and deallocate storage can be reasonably bounded. In this paper, we present algorithms for automatic storage allocation that are appropriate for real-time and embedded systems. We have implemented these algorithms, and results are presented that validate the predictability and efficiency of our approach.

1 Introduction

Languages featuring dynamic storage allocation and automatic garbage collection continue to grow in popularity—such languages include Java (Java is a registered trademark of Sun Microsystems) and ML. Following standard terminology, storage requests are satisfied by allocating storage from a storage heap. Such storage is live or busy until such time as the storage is declared dead. For languages like Java, an automatic garbage collection algorithm can detect dead objects. Other languages offer primitives for dynamically asserting the death of an object. In any case, once the object is declared dead, the storage associated with the object can be deallocated, which makes that storage available for subsequent reallocation. Developers of real-time and embedded systems have been slow to embrace automatic storage management for the following reasons.

– Real-time applications require predictable execution. Automatic storage management incurs overhead that can be difficult or impossible to predict. In this paper, we examine this issue with respect to storage allocation. For real-time applications, allocation time must be bounded.

* This work is supported by the National Science Foundation under grant 0081214 and by DARPA under contract F33615–00–C–1697
Embedded systems require predictable storage bounds. Embedded systems are typically deployed without the advantages of a virtual memory backing store. Thus, the heap cannot be extended without physically inserting more RAM into the system.

As a result, the storage requirements for these kinds of applications must be known in advance. For our purposes, this implies that the size of the run-time heap is fixed and known a priori.

Unfortunately, the performance of automatic storage management continues to be problematic for developers of embedded or real-time systems. While there are currently several reasons for this, one concern is that the time taken to perform storage-management functions cannot easily be bounded. Time-critical applications cannot abide such behavior. In our view, the term time-critical applies to both of the following.

- An application may be time-critical in the sense that some instruction sequences must execute in a reliable timeframe. Embedded and real-time applications often have this property.
- Hardware support for storage-management functions can be time-critical in the sense that such hardware must be clocked at a predetermined rate for synchronous operation. In this situation, it is better to perform a little work at each storage-management operation than to have some operations execute for-free and others take a very long time.

Ironically, Java was initially designed as a language for embedded-systems applications, but its storage management remains problematic for the following reasons.

- Storage allocation [9] usually involves searching a free-list of storage blocks. For garbage-collected programs, the free-list tends to diminish until the point of collection. Following collection, the free-list typically contains a large number of (former) objects. To satisfy a single storage request, searching the free-list could take time proportional to the size of the list—unacceptable for time-critical situations.
- Garbage collection [8] techniques usually require marking (a subset of) the program’s live objects; the storage for the unmarked objects can then be returned to the storage manager for reallocation. Collection cycles can happen unexpectedly and can take considerable time; moreover, negative effects on the data and instruction caches are drastic [12].
- As the program executes, the heap becomes fragmented: relatively small holes develop in the heap storage area. To defragment the heap, objects are either copied or compacted during the collection cycle, taking more execution time and toll on the cache.

If the time taken to execute storage-management functions can be reasonably bounded, then languages such as Java could better support time-critical applications. Moreover, it then becomes possible to relegate storage-management activities to hardware where better performance might be obtained.
Our paper’s contributions can be summarized as follows.

− Results are presented using Knuth’s *buddy system* [6], which bounds the time taken to satisfy a storage allocation request.
− A variation of the buddy system is presented that delays recombination. We present results on the effectiveness and efficiency of this variation.
− An algorithm is presented for defragmenting a buddy system heap. The algorithm is specialized toward satisfying a single request, rather than a mass defragmentation of the heap which can be disruptive to program execution.

Our paper is organized as follows: Section 2 explains our approach and implementation using simple examples. Section 3 presents experiments based on this implementation. Section 4 presents conclusions and ideas for future work in this area.

## 2 Approach

In this section, we describe our approach for obtaining free blocks of storage in bounded time. Wilson presents an excellent survey of storage allocation [9], and the buddy system upon which we base our work is described well by Knuth [6].

![Fig. 1. Unstructured list allocator](image)

### 2.1 Motivation for Segregated Free-Lists

We first consider a common storage allocation technique, based on maintaining a relatively unstructured list of available blocks, as shown in Figure 1. A storage request is satisfied by searching that free-list for (typically) the first block that is sufficiently large to satisfy the request. While this approach works well in practice, it is possible that the only block that can satisfy a given request is at the far end of the free-list. Because the free-list structure is a function of the allocating program’s behavior, it is not easy to bound the time needed to satisfy an allocation request, even if we assume the free-list contains a block of suitable size.

By contrast, consider a storage allocator whose free-lists are *segregated* by size, as shown in Figure 2. For efficiency in obtaining a block of the desired size,
Fig. 2. Data structure for buddy system; objects are segregated by size, and each list of equally-sized blocks is referenced from the list display, shown at the left.

an indexable slot is reserved to head a linked list for each possible block size. A request for a block of a given size can be satisfied by simply returning a block from the appropriate list. This takes constant time, assuming that a block is available on the appropriate list.

2.2 Buddy System Allocation

Our approach for storage allocation is a segregated-by-size technique, based on Knuth’s buddy system \[6\]. Each storage request is resolved to a block of size \(2^k\) for some positive, integral value of \(k\). Figure 3(a) shows the buddy system’s structure in its initial state, assuming the heap is 256 bytes.

The buddy system operates as follows:

1. When the program requests memory, the allocator first calculates the smallest power of 2 that is larger than or equal to the size requested. More specifically, a request of size \(s\) is translated into a request of size \(2^k\), \(k = \lceil \log_2 s \rceil\).
2. The free-list at index \(k\) is consulted for an available block.
3. If a block of size \(2^k\) is not available, then two such blocks can be obtained through bisection of a block of size \(2^{k+1}\). Figure 3(b) shows the result of subdividing the initial heap into two sub-blocks.
4. Applying this strategy recursively, increasingly larger blocks can be subdivided until a block of size \(2^k\) can be obtained.

For example, the heap in Figure 2 has blocks available of size 16. Thus, a request for a block of size 10 can be satisfied immediately, with the resulting block returned in the time it takes to unlink a block from the size-16 free-list.

Further, consider a request for a block of size 8. Because the list of blocks of size 8 is empty, the buddy system hunts upwards for a larger block that can be subdivided to obtain the desired size. The time necessary for that search is
Fig. 3. A block can be divided into two sub-blocks

$O(\log(M))$ where $M$ is the size of the storage heap. For embedded and real-time systems, we assume that the heap size is fixed and that $O(\log(M))$ time is considered efficient.

2.3 Buddy System Deallocation

When blocks are deallocated, a common problem for most storage-management algorithms is the coalescing of free blocks that happen to lie consecutively into larger blocks. The buddy system greatly simplifies this task. When a block of size $2^{k+1}$ is bisected into two blocks of size $2^k$, the resulting blocks are said to be *buddies* of each other. A buddy of size $2^k$ can implicitly compute its buddy’s address by flipping a predetermined bit of its own address—typically bit $k$ where bit 0 is the rightmost bit.

Figure 4 shows the result of requesting a block of size 16 given the initial condition shown in Figure 2. The initial block is recursively subdivided until two blocks of size 16 are obtained. One of those blocks is returned to satisfy the allocation request, and the other block remains on the free-list for blocks of size 16.

When storage is returned, the buddy system eagerly joins buddies to create ever larger blocks. Thus, if the block allocated in Figure 4 is immediately deallocated, buddies are joined together repeatedly until the heap is returned to the state shown in Figure 2.

2.4 Buddy System Implementation and Behavior

As shown in Figure 2, the buddy system normally keeps an array of linked lists of identically-sized blocks. Each element of the array heads the linked list for blocks

\footnote{Without loss of generality, we assume the heap’s origin is address 0.}
of a given power of two. When a block is deallocated, a check is performed to see if that block’s buddy is also free. In support of this test, each block is equipped with one bit to reflect whether it is busy. The bit must be present when the block is actually in use by the allocating program.

When a block is not in use, it is kept on a linked list as shown in Figure 4. The blocks are actually maintained in a *doubly-linked* list, which facilitates quick deletion of a block from its linked list. Space for these links can come from the block itself, since while on the free-list, the space is not otherwise in use. In addition, it is necessary for the block to keep track of its size, which implies that the smallest block that can be managed using the buddy system must be able to accommodate two pointers, along with the size of the block.

Although the buddy system has the advantages stated in this paper, it has not been widely used for storage allocation in programming-language systems for the following reasons.

1. The buddy system tends to fragment storage. This means that the heap may contain sufficient storage to satisfy a request, but the storage is not contiguous within a buddy’s boundary. There are two sources of fragmentation: **Internal fragmentation** occurs within a block, when a request for storage is rounded up to a power of two. Consider a request for a block of size $s$ that is translated into a request for size $2^k$. For such a request, the number of wasted bytes $w$ must satisfy $0 \leq w < 2^k - 1$.

   **External fragmentation** occurs because free storage can be distributed among blocks whose buddies are busy—still in use by the allocating program. Such free blocks cannot (at present) be combined.

From the above, we see that internal fragmentation could waste up to half of a program’s data store. We claim that the advantages of the buddy system mitigate such waste. Moreover, we assume that whoever runs a program can establish a reasonable size for the heap, based on program behavior and input data—this must be true for embedded systems which cannot typically
afford a backing store. The bound for the heap’s size could be multiplied by 1.5 to obtain a heap where internal fragmentation need not be a concern. Alternatively, if the size of data types is known \textit{a priori}, then worst-case analysis can identify a (perhaps better) bound on internal fragmentation. This bound can be calculated by finding the data type that maximizes the amount of internal fragmentation. Clearly, the worst-case run of the program would be one in which all allocations are of this type. Thus, the worst-case bound on internal fragmentation would be the level of internal fragmentation created by allocating the worst-case data type.

External fragmentation remains problematic, because the allocating program can cause the heap to reach a state where sufficient storage exists but is unallocatable due to its position in the heap. In this paper we present an algorithm for defragmenting a buddy heap. The algorithm operates on-demand, and defragments just enough storage to satisfy a given request.

2. Performance can be poor for programs that create objects with very short lifetimes. In fact, a typical assumption of Lisp-like programs is that new objects will die soon. In the limiting case, the state of the free-list could oscillate between Figure 2 and Figure 4; if this is repeated many times, the buddy system suffers from overhead as blocks are joined together only to be split again by the next allocation request.

We present a variation of the buddy system in this paper. Dubbed the \textit{estranged buddy system}, we delay block recombination \cite{5} until large storage blocks are needed.

For the purposes of this paper, it is important to understand the extent to which the buddy system operates within bounded time. There are essentially three steps to allocate a block of size $2^k$.

1. Starting at index $k$, search upwards for an available block.
2. Recursively bisect the discovered block until a block of size $2^k$ is obtained.
3. Return the address of that block.

The first two steps can take time proportional to the size of the list display shown in Figure 2. For a heap of size $M$, the list display is $\Theta(M)$. The final step takes constant time. Most programming language systems insist that any storage returned by an allocator be properly initialized, typically to all-zeros. As reported in Section 3, it is expected that most storage requests are for blocks of relatively small size—16 bytes. For a 16 Mbyte heap, assuming 16 is the smallest request, at most 20 slots could be inspected before a suitable block is found. This bound is quite reasonable when compared with the unknown length of an unstructured free-list.

2.5 Estranged Buddy System

As stated in Section 1, if blocks are allocated and immediately deallocated, then the buddy system could oscillate between subdividing blocks and reuniting buddies. Given our assumptions, such behavior causes no asymptotic difficulties.
As a practical concern, particularly for continuous garbage collection, we investigated the extent to which such wasteful behavior can be eliminated and we report on those results in this paper. The basic idea is to avoid unnecessary block recombination. Although delayed recombination has been previously proposed [5], our goal was to obtain an implementation efficient in terms of its use by embedded and real-time Java applications.

2.6 Motivation for Delayed Recombination

We next examine the conditions under which blocks of storage are deallocated.

Occasional collection is the traditional approach for garbage collection. The collector runs on-demand, when storage becomes scarce or in response to the application program requesting a collection cycle. From the deallocator’s point of view, objects are returned in relatively large bursts rather than in a continuous stream.

Continuous collection returns objects in anticipation of future demands. Such a collector could run as a low-priority thread, collecting objects continuously as allowed by available CPU resources. Other techniques include contaminated garbage collection [1], which returns objects upon method return.

For occasional collection, programs appear to alternate between allocating and deallocating states. Objects are not returned in a trickle, but seemingly all at once when the collector runs. For such an approach, it may not be possible to deallocate a given block immediately after the block is allocated. The deallocation would have to wait until the next collection cycle.

On the other hand, a continuous collector can exhibit the behavior that calls for delayed recombination. For this paper, our experiments used occasional rather than continuous collection. Future research will investigate the results of the estranged buddy system for such collectors.

2.7 Estranged Buddy Allocation

The estranged buddy system is a variation of Knuth’s buddy system that delays recombination of free blocks. When a block is deallocated, it is viewed as estranged from its buddy and thus reluctant to rejoin. Although this idea was first proposed by Kaufmann [5], no implementation details were provided. Below, we describe our implementation which is biased toward the behavior we expect from Java programs:

- Programs tend to request many blocks of the same size. In Java, equal type implies equal size, except for arrays. Since programs typically instantiate many objects of the same type, a request for a block of size $s$ implies the likelihood of similar requests in the future.
- Programs tend to allocate relatively small blocks. Good object-oriented design prescribes simple objects with relatively few fields. Thus, most objects in Java are small.
In our implementation of delayed recombination, the estranged buddy system maintains two free-lists per size, as shown in Figure 5.

**Buddy-busy** contains blocks whose buddies are busy. The objects in such blocks are presumably still in use by the allocating program.

**Buddy-free** contains blocks whose buddies are free. Note that only one of the two free buddies appears on any list. The other buddy’s availability is implied by its buddy’s presence on the buddy-free list.

The two lists are used so that buddy-busy blocks can be allocated in preference to buddy-free blocks, the latter being saved for recombination should larger blocks be scarce.

Delayed recombination allows increased flexibility in satisfying allocation requests. We implemented the following heuristic to satisfy a request of size $2^k$:

1. The buddy-busy list at index $k$ is examined.
2. The buddy-free list at index $k$ is examined.
3. We examine the buddy-free list at index $k - 1$, so that two blocks of half the necessary size can be combined. The recombination of such blocks was delayed in the estranged buddy system.
4. We apply the usual buddy algorithm and search above for a large block that can be subdivided.
5. We try to glue from the buddy-free lists of the lowest level up to level $k$.

Essentially we favor constant-time strategies over searches of the list display. Also, by favoring buddy-busy over buddy-free we tend to preserve opportunities for recombination.

### 2.8 Defragmenting a Buddy Heap

In this section we examine an algorithm for defragmenting a buddy heap. The algorithm is appropriate for Knuth’s buddy system as well as our estranged...
buddy system. We assume defragmentation becomes necessary when the heap contains sufficient storage to satisfy a request, but such space is the sum of storage “holes” that are not joinable in the buddy sense. We do not penalize the heap for internal fragmentation—we assume all storage requests are expressed as powers of two, and that wasted space within a block is not allocatable.

With our focus on real-time, embedded systems, a defragmentation algorithm must have the following properties:

- The heap cannot be extended. For an embedded system, the heap size is fixed when the product is delivered. Thus, defragmentation must happen in place.
- The defragmentation must occur in bounded time, since the need for defragmentation cannot be anticipated by the allocating program.

In fact, fragmentation can plague any allocator if blocks of storage can be returned ad hoc. Most allocators enter a compaction phase, during which storage is massively reorganized. All live objects are pushed to one end of the heap, and all “holes” pushed toward the other end. The holes are then combined into one large block that is suitable for subsequent allocations. For real-time systems, this approach cannot be reasonably bounded. We therefore developed an approach that liberates sufficient storage to satisfy only the request at hand.

Consider Knuth’s buddy system in a situation where an allocation request of size $2^k$ cannot be satisfied yet space is available. The following must be true:

- There is no block available in any list of size $2^l, l \geq k$. Otherwise, such a block could be bisected until a block of size $2^k$ is obtained.
- There are no free blocks anywhere that can be combined. This follows from the eager recombination of Knuth’s buddy system.

Thus, the only space that is available must be below level $k$. Defragmentation must then consist of relocating objects so as to free buddies that can be combined to obtain a block of size $2^k$.

The key observation is shown in Figure 6. If two blocks are on some free-list at level $j$, then they are necessarily not buddies, as described above. However, each must have a buddy that is currently busy. By exchanging one block’s busy buddy with the other free block, two joinable blocks result. This approach can be applied recursively down the size display to obtain a block at level $k$.

Application of the above defragmentation algorithm to our estranged buddy system is straightforward.

3 Experiments

Based on the implementation described above, we present experiments to investigate the following:

1. How does the performance of our bounded-time allocator compare with a standard, unstructured-list allocator? We are interested in worst-case as well as average performance on standard benchmarks.
2. How does the performance of our estranged buddy system compare with Knuth’s buddy system?
3. What size objects are typically allocated by Java programs?

We implemented our approach in the context of Sun’s Java system, JDK 1.1.8. Our changes were confined to those portions of its Java Virtual Machine (JVM) that deal with storage allocation, in particular the realObjAlloc method of the gc module. Sun’s 1.1.8 system offers the following JVM interpreters:

- A reference interpreter is provided, written entirely in C.
- A more efficient interpreter implements the most frequently executed portions in (Sparc) assembly language.

To facilitate our implementation, we based our work on the C version. However, the changes we made are compatible with the architecture of the (speedier) assembly version.

Sun’s JVM interpreter manages objects using handles. Each handle contains a pointer to the object’s current location as well as a reference to an appropriate method table for (virtual) method-lookup. One object can reference another only indirectly through the handles. Thus, if objects are relocated (during garbage collection, for example), only the handle’s pointer to the object needs to be updated. To simplify our work, we retained the Sun JVM’s use of handles even though our approach avoids relocating objects.

The timings were obtained on a Sparc Ultra 1 running at 167MHz with 128 megabytes of RAM. Our benchmarks consisted of the spec benchmarks, using their “large” problem size. Figure 7 summarizes the properties of these benchmarks, including the number of objects created and the execution time on the standard JDK 1.1.8 system. The times reported are for the unstructured-list allocator, as shipped with JDK 1.1.8. As shown in Figure 7, the mpegaudio and
compress benchmarks take significant computational time without allocating many objects. We therefore do not report further results for those benchmarks, but concentrate instead on the others, which do allocate a substantial number of objects.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Lines of source</th>
<th>Objects created</th>
<th>Execution Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>compress</td>
<td>Modified Lempel-Ziv</td>
<td>6,396</td>
<td>10129</td>
<td></td>
</tr>
<tr>
<td>jess</td>
<td>Expert System</td>
<td>570</td>
<td>7,923,782</td>
<td>1802</td>
</tr>
<tr>
<td>raytrace</td>
<td>Ray Tracer</td>
<td>3750</td>
<td>6,346,487</td>
<td>2101</td>
</tr>
<tr>
<td>db</td>
<td>Database Manager</td>
<td>1020</td>
<td>3,210,520</td>
<td>3766</td>
</tr>
<tr>
<td>javac</td>
<td>Java Compiler</td>
<td>9485</td>
<td>5,902,305</td>
<td>1969</td>
</tr>
<tr>
<td>mpegaudio</td>
<td>MPEG-3 decompressor</td>
<td>N/A</td>
<td>7,555</td>
<td>8519</td>
</tr>
<tr>
<td>mtrt</td>
<td>Ray Tracer, threaded</td>
<td>3750</td>
<td>6,586,584</td>
<td>2223</td>
</tr>
<tr>
<td>jack</td>
<td>PCCTS tool</td>
<td>N/A</td>
<td>6,579,042</td>
<td>2336</td>
</tr>
</tbody>
</table>

Fig. 7. SPEC benchmark properties

3.1 Worst-Case Performance of Buddy over Unstructured-List

A buddy system works well for real-time and embedded systems, not especially due to its average performance, but more due to the bounded nature of its worst-case allocation performance. We compared the JDK 1.1.8 (unstructured-list) allocator against the buddy system on the following contrived example:

1. $N$ objects of constant size $k$ are allocated, filling most of the heap.
2. References to every other object are purged, rendering $N/2$ objects dead.
3. A garbage collection cycle is performed. At the conclusion of the cycle the free-list contains $N/2$ blocks of size $k$, and a larger “remainder” block at the end.
4. An object of larger size is then requested.

The above scenario causes the unstructured-list allocator to search to the end of its free-list to find a block of suitable size. By contrast, the buddy system would have such blocks segregated by size so they can be found quickly. In Figure 8 we show the results for this example: the buddy system is 72 times faster than the unstructured-list allocator. Because that speedup depends on the length of the unstructured list, it is possible to make the speedup arbitrarily high for a contrived example.

While a contrived example may be unfair, it is important to note that a real program could misbehave and that the unstructured-list allocator can provide no reasonable bound on allocation time.
3.2 Average performance of Knuth’s Buddy and Estranged Buddy Systems

We next compare the efficiency of the unstructured-list allocator, Knuth’s buddy system, and our estranged buddy system on the SPEC benchmarks. We ran the SPEC benchmarks, large size (100) under the following conditions:

- The JDK 1.1.8 system is equipped with a standard, unstructured-list allocator.
- Knuth’s buddy system eagerly recombines blocks.
- The estranged buddy system delays recombination as described in Section 2.

Figure 8 shows that Knuth’s buddy system operates well on these benchmarks, but sometimes loses performance. On the other hand, the estranged buddy sys-
tem can be up to 10 percent faster than the (JDK 1.1.8) unstructured-list allocator.

Admittedly, neither approach offers tremendous improvement. However, these results show that the advantages of both systems in terms of worst-case performance do not come with a loss in average performance, especially when recombination is delayed.

3.3 Qualitative Analysis of Estranged Buddy

We implemented the estranged buddy system described in Section 2. While the execution times reported above are an overall indication of our allocator’s performance, we investigated qualitatively how requests are satisfied. The shaded portions of Figure 10 show the percentage of allocation requests that were satisfied immediately, by finding a block of size $2^k$ available in slot $k$ of the size display. Figure 10 shows that by delaying recombination, significantly more blocks can be found without having to break larger blocks or glue smaller blocks. The estranged buddy system finds a block available in the buddy-free or buddy-busy list almost 90% of the time, while the Knuth implementation finds a block immediately only 50% of the time.

3.4 Object Size

We show in this section that one reason for the estranged buddy system’s success is that most allocation requests by Java programs are for blocks of relatively small size. In fact, JDK 1.1.8 cannot allocate fewer than 16 bytes for an object, and a large number of requests are for size-16 blocks. We next examine two of the SPEC benchmarks in detail, showing their distribution of allocation requests.

The raytrace application is typical of those SPEC benchmarks that allocate many objects. Figure 11(a) shows the distribution of allocation requests for that raytrace. On the other hand, the compress benchmark allocates relatively few objects, but Figure 11(b) shows that some of those objects are large, presumably used for holding the data for compression.

4 Conclusions

From the experiments we have conducted, we have shown the following:

1. An allocator that segregates the free-list by size offers a reasonable bound on the amount of time required for memory allocation and deallocation.
2. Delayed recombination of memory blocks (as in estranged buddy) increases significantly the chances that memory blocks will be available immediately upon an allocation request.
3. The estranged buddy system offers performance gains over Knuth’s buddy system and the standard list allocator.
Fig. 10. Handling of requests by (a) Knuth’s buddy system allocator and (b) the estranged buddy system allocator
Arguably, the structured-list allocator is bounded, but its bound is $O(M)$—in fact, it is difficult to imagine an allocator whose performance is worst than $O(M)$. For real-time applications, cost analysis of an operation must consider worst-case behavior. A worst-case assumption of $O(M)$ for object instantiations causes gross overprovisioning for most allocations but is a necessarily conservative bound. Asymptotically, both Knuth’s buddy system and the estranged buddy system operate in $O(\log M)$ time, where $M$ is the size of the heap. For real-time and embedded systems, this bound should be sufficient to obtain reasonable performance without overly provisioning for allocation times. For future work, we will investigate the extent to which the time for responding to an allocation request could be effectively constant. To obtain such an improvement, the allocator must go beyond segregation by size.
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Abstract. We classify component-based models of computation into component models and interface models. A component model specifies for each component how the component behaves in an arbitrary environment; an interface model specifies for each component what the component expects from the environment. Component models support compositional abstraction, and therefore component-based verification. Interface models support compositional refinement, and therefore component-based design. Many aspects of interface models, such as compatibility and refinement checking between interfaces, are properly viewed in a game-theoretic setting, where the input and output values of an interface are chosen by different players.

1 Interfaces vs. Components, Informally

A generic way of depicting system structure is the block diagram. A block diagram consists of entities called blocks related by an interconnect, which specifies a topology for communication between the blocks. A block may represent a physical or logical component, such as a piece of hardware or software, but it more often represents either an abstract description of the \textit{component}, or a description of the \textit{component} interface. A component description answers the question \textit{What does it do?}; an interface description answers the question \textit{How can it be used?}. A component description may be very close to the underlying component, or it may specify as little as a single property of the underlying component. Interface descriptions, too, can be more or less detailed, but they must contain enough information for determining how the underlying components can be composed and connected, and like any good abstraction, they should not contain more information. Component designers often make assumptions about the environment in which a component is to be deployed, and such assumptions, while not part of the component itself and therefore not part of any abstract component description, can be part of an interface description.

Components do not constrain the environment; interfaces do. Consider, for example, a division component with inputs $x$ and $y$ and output $z$. Suppose that our description language is the predicate calculus. The predicate

$$x \in \mathbb{R} \land y \in \mathbb{R}\setminus\{0\} \Rightarrow z = x/y$$
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is a description of the division component. It does not constrain the environment, but describes the behavior of the component in an arbitrary environment: “for all inputs $x$ and $y$, if $y \neq 0$, then the output is $z = x/y$.” A more abstract description of the same component might be

$$x \in \mathbb{R} \land y \in \mathbb{R}\setminus\{0\} \Rightarrow z \in \mathbb{R}.$$ 

By contrast, the predicate

$$x \in \mathbb{R} \land y \in \mathbb{R}\setminus\{0\} \land z \in \mathbb{R}$$

is a description of the interface for the division component. It describes an expectation the component has about its environment: “input $x$ is expected to be a real, and input $y$ is expected to be a real different from 0.” Such a constraint on the environment is called an input assumption. Since the environment consists of other components, a useful interface description not only constrains the environment, but also offers symmetric information about the underlying component, which can then be compared against the input assumptions of interfaces for the environment components. The reciprocal information is called output guarantee; in our example, it is “output $z$ is guaranteed to be a real.” A more detailed interface description for the division component might be

$$x \in \mathbb{R} \land y \in \mathbb{R}\setminus\{0\} \land z = x/y.$$  

While the component description (1) asserts that “if the environment provides proper inputs, then the component produces the desired result,” the interface description (2) asserts that “the environment provides proper inputs and the component produces the desired result.”

The informal litmus test Does it constrain the environment? applies naturally to many open systems (i.e., systems with free inputs) and open-system descriptions. For instance, a physical circuit is a component, because it behaves (or misbehaves) somehow in all environments; the pin assignment of a hardware chip is an interface, because it puts an expectation on the way in which the chip is deployed. The body of a Pascal procedure is a component; its parameter declaration is an interface. An I/O automaton [13] is a component; an interface automaton [5], which has the same syntax as an I/O automaton, is an interface.

Components and interfaces have different well-formedness criteria. The well-formedness criterion for components is input-universal:

$$(\forall x, y)(\exists z)(x \in \mathbb{R} \land y \in \mathbb{R}\setminus\{0\} \Rightarrow z = x/y).$$

In other words, a component predicate is well-formed if it is true in all environments. This criterion expresses the fact that the component does not constrain the environment and produces an output in an arbitrary environment. The well-formedness criterion for interfaces is input-existential:

$$(\exists x, y)(\exists z)(x \in \mathbb{R} \land y \in \mathbb{R}\setminus\{0\} \land z = x/y).$$
In other words, an interface predicate is well-formed if it is true in some environment. An environment that makes the interface predicate true, and thus enables the production of an output, is called a “helpful” environment. The well-formedness criterion expresses the input assumption that the environment is helpful. Input-universal vs. input-existential interpretations of open-system descriptions have also been called pessimistic (the environment is allowed to be arbitrary) vs. optimistic (the environment is expected to be helpful) approaches to the modeling of open systems [5].

**Composition.** Composition is a partial function on components, because the result of putting together two well-formed components may not be well-formed. However, as neither component constrains its environment, in many component models there are simple compatibility criteria, which ensure that any two compatible components can be composed. For synchronous component models, composition can be more involved because of the possibility of circular I/O dependencies [6,7] (for example, an inverter component \( y = \neg x \) cannot be composed with an identity component \( x = y \), despite the fact that both are well-formed). The composition of interfaces must resolve both input assumptions and output guarantees: two well-formed interfaces can be composed if (1) they mutually satisfy their respective input assumptions, and (2) the composition (which may still have free inputs) is again a well-formed interface. Interface compatibility can be viewed as a game between the two interfaces and their environment: the environment attempts to be helpful and meet the input assumptions of both interfaces; the interfaces attempt to prevent this. If the environment has a winning strategy in this game, then the two interfaces can be composed, because then the composition has again a helpful environment.

In the formal treatment below, we split composition into two operations, one for collecting sets of blocks (i.e., components or interfaces), and the other for relating them by an interconnect. This separation, which is inspired by block-diagram languages [12], orthogonalizes concerns, and thus guides and simplifies the presentation.

**Hierarchy.** Hierarchical block diagrams support abstraction and refinement. Abstraction allows a block diagram to be compressed into a single block; refinement allows a block to be expanded into a block diagram. The hierarchical relationship between blocks is contravariant on inputs and outputs: a more refined description of an open system may make weaker input assumptions and stronger output guarantees than a more abstract description of the same system. For components, which make no input assumptions, abstraction is therefore weakening, such as implication or trace containment or simulation, and refinement is strengthening. For interfaces, which do make input assumptions, hierarchy maintains its contravariant character, and can be defined as alternating trace containment or alternating simulation [3].

Components typically support compositional abstraction: for two compatible components \( f' \) and \( g' \), if \( f' \) can be abstracted to \( f \), and \( g' \) can be abstracted
to \( g \), then \( f \) and \( g \) are again compatible. This is because for components, abstraction is weakening (say, implication) and compatibility (say, nonemptiness of conjunction) is made more likely by weakening. Compositional abstraction is the basis for component-based verification methods, which proceed bottom-up from a system description and require the following: in order to prove that the given system \( f' \parallel g' \) refines the specification \( f \parallel g \), it suffices to independently prove that the component \( f' \) refines the partial specification \( f \), and that \( g' \) refines \( g \). Assume-guarantee rules for compositional verification are more elaborate, but have the same “direction” \([1, 9]\): given the composite system, if we establish properties of the components, then we can conclude properties of the composite system.

Interfaces, by contrast, can be made to support compositional refinement, which is the “opposite direction” of abstraction: for two compatible interfaces \( F \) and \( G \), if \( F \) can be refined to \( F' \), and \( G \) can be refined to \( G' \), then \( F' \) and \( G' \) are again compatible. This is possible because for interfaces, refinement weakens input assumptions and thus can make compatibility more likely. Compositional refinement is the basis for component-based design, which proceeds top-down from an interface description and requires the following: in order to refine the given interface \( F \parallel G \) towards an implementation, it suffices to independently refine \( F \) and \( G \), say, to \( F' \) and \( G' \), respectively; then the refinements \( F' \) and \( G' \) are compatible and their composition refines the interface \( F \parallel G \). We present several interface formalisms that permit component-based design in this sense.

Formalism. Formalism enables tool support. Formal component models can support compositional verification with algorithmic tools for component-abstraction checking (e.g., “model checking” \([1, 10, 13]\)). Formal interface models can support compositional design with algorithmic tools for interface-compatibility checking and interface-refinement checking. Interface models are typically less ambitious and smaller than component models, which often attempt to capture behavioral aspects of the underlying components for verification. Formal interface models in general, and automatic compatibility checking in particular, therefore offer an opportunity for formal methods to succeed and have practical impact on the design process.

While formal component models (e.g., \([1, 10, 13]\)) and informal interface models (e.g., \([14]\)) abound, formal interface models are less common. Notable examples are trace theory \([8]\) and lazy composition \([15]\), both of which combine, according to our terminology, component and interface aspects. Most formalisms, however, limit the input assumptions to assumptions about the types of input values. In practice, on the other hand, designers make much richer input assumptions. For example, an object-oriented software designer of a class with an initialization method and other methods may require that the initialization method is called before any of the other methods is called. Such temporal-ordering assumptions can be captured by interface automata, a formal interface model for asynchronous component interaction \([5]\). An embedded software designer of a control task may assume that a sensor input is updated with a certain frequency
(an assumption on the plant), or that the task has a certain worst-case execution time (an assumption on the hardware), or that the task finishes execution within a certain time bound (an assumption on hardware and scheduler). Such real-time assumptions require a rich interface model with timing assumptions and timing guarantees, which has to wait for later work. In this paper, we lay the foundation for interface formalisms by defining the framework and presenting a few formal interface models, called interface theories, for simple kinds of synchronous component interaction.

2 Interfaces vs. Components, Formally

We capture hierarchical block diagrams formally by a mathematical object called block algebra. A block algebra consists of:

- A set of blocks.
- For each block $F$, a set $P_F$ of ports. A port is a typed variable. We assume that all types are nonempty and write $T_x$ for the type of port $x$.
- A partial binary function, called composition, mapping two blocks $F$ and $G$ to a block $F \parallel G$. We require that if the composition $F \parallel G$ is defined, then $P_{F \parallel G} = P_F \cup P_G$. We also require that composition is commutative and associative: (1) if $F \parallel G$ is defined, then $G \parallel F$ is defined and equal to $F \parallel G$; (2) if $(F \parallel G) \parallel H$ is defined, then $F \parallel (G \parallel H)$ is defined and equal to $(F \parallel G) \parallel H$. In other words, composition is a partial function that maps a set of blocks to a single block.
- A partial binary function, called connection, mapping a block $F$ and an interconnect $\theta$ to a block $F \theta$. An interconnect is a set of channels, and a channel $(x, y)$ is a pair consisting of a port $x$ called source, and a port $y$ called target, such that $T_x = T_y$. Given an interconnect $\theta$, we write $I_\theta = \{x \mid (\exists y)(x, y) \in \theta\}$ for the set of sources, $O_\theta = \{y \mid (\exists x)(x, y) \in \theta\}$ for the set of targets, and $\rho_\theta$ for the predicate $\bigwedge_{(x, y) \in \theta}(x = y)$. We require that if the connection $F \theta$ is defined, then $P_{F \theta} = P_F \cup I_\theta \cup O_\theta$. We also require that if $\theta = \emptyset$, then $F \theta$ is defined and equal to $F$.
- A binary relation $\preceq$, called hierarchy, between blocks. If $F' \preceq F$, then the block $F'$ is said to refine the block $F$, and $F$ is said to abstract $F'$. We require that $\preceq$ is reflexive and transitive.

We distinguish between block algebras whose blocks represent interfaces, and block algebras whose blocks represent components: interface algebras support top-down design; component algebras support bottom-up verification. Top-down design iteratively refines a block $F$ into a block $F'$ such that $F' \preceq F$; bottom-up verification iteratively abstracts a block $f'$ into a block $f$ such that $f' \preceq f$. A block algebra is an interface algebra, and the blocks are called interfaces, if both of the following:
1. For all interfaces $F$, $G$, and $F'$, if $F \parallel G$ is defined and $F' \preceq F$, then $F' \parallel G$ is defined and $F' \parallel G \preceq F \parallel G$.
2. For all interfaces $F$ and $F'$, and all interconnects $\theta$, if $F \theta$ is defined and $F' \preceq F$, then $F' \theta$ is defined and $F' \theta \preceq F \theta$.

A block algebra is a component algebra, and the blocks are called components, if both of the following:

1. For all components $f'$, $g'$, and $f$, if $f' \parallel g'$ is defined and $f' \preceq f$, then $f \parallel g'$ is defined and $f' \parallel g' \preceq f \parallel g'$.
2. For all components $f'$ and $f$, and all interconnects $\theta$, if $f \theta$ is defined and $f' \preceq f$, then $f \theta$ is defined and $f' \preceq f \theta$.

Interfaces and components are related by implementations. Given an interface algebra $\mathcal{A}$ and a component algebra $\mathcal{B}$, an implementation of $\mathcal{A}$ by $\mathcal{B}$ is a binary relation $\prec$ between the components of $\mathcal{B}$ and the interfaces of $\mathcal{A}$ such that for every interface $F$, there exists a component $f$ with $f \prec F$; that is, every interface can be implemented. If $f \prec F$, then the component $f$ is said to implement the interface $F$, and $F$ is called an interface for $f$. Component-based design is supported by compositional implementations. The implementation $\prec$ is compositional if all of the following:

1. For all components $f$ and $g$ of $\mathcal{B}$, and all interfaces $F$ and $G$ of $\mathcal{A}$, if $f \prec F$ and $g \prec G$ and $F \parallel G$ is defined, then $f \parallel g$ is defined and $f \parallel g \preceq F \parallel G$.
2. For all components $f$ of $\mathcal{B}$, all interfaces $F$ of $\mathcal{A}$, and all interconnects $\theta$, if $f \prec F$ and $F \theta$ is defined, then $f \theta$ is defined and $f \theta \prec F \theta$.
3. For all components $f$ of $\mathcal{B}$, and all interfaces $F'$ and $F$ of $\mathcal{A}$, if $f \prec F'$ and $F' \preceq F$, then $f \prec F$.

If $\mathcal{A}$ is an interface algebra, $\mathcal{B}$ a component algebra, and $\prec$ a compositional implementation of $\mathcal{A}$ by $\mathcal{B}$, then the pair $(\mathcal{A}, \prec)$ is called an interface theory for $\mathcal{B}$. There may be several interface theories for a component algebra. Given two interface theories $(\mathcal{A}_1, \prec_1)$ and $(\mathcal{A}_2, \prec_2)$ for the component algebra $\mathcal{B}$, the theory $(\mathcal{A}_2, \prec_2)$ is as expressive for $\mathcal{B}$ as the theory $(\mathcal{A}_1, \prec_1)$ if there is a function $\alpha$ from the interfaces of $\mathcal{A}_1$ to the interfaces of $\mathcal{A}_2$ such that all of the following:

1. For all interfaces $F$ and $G$ of $\mathcal{A}_1$, if $F \parallel G$ is defined, then $\alpha(F) \parallel \alpha(G)$ is defined and equal to $\alpha(F \parallel G)$.
2. For all interfaces $F$ of $\mathcal{A}_1$, and all interconnects $\theta$, if $F \theta$ is defined, then $\alpha(F) \theta$ is defined and equal to $\alpha(F \theta)$.
3. For all interfaces $F'$ and $F$ of $\mathcal{A}_1$, if $F' \preceq F$, then $\alpha(F') \preceq \alpha(F)$.
4. For all interfaces $F$ of $\mathcal{A}_1$, and all components $f$ of $\mathcal{B}$, if $f \prec_1 F$, then $f \prec_2 \alpha(F)$.

Interface theories support compositional design. Suppose that we want to design a component that implements a given interface $F$. An interface theory allows us to split the design task into a number of subtasks handled by independent designers. We can refine the interface $F$ into an interface of the form
Fig. 1. Component-based design refinement using an interface theory

\[(F_1 \parallel \cdots \parallel F_k) \theta;\] that is, the block \(F\) is refined into \(k\) blocks that are connected by a set \(\theta\) of channels (cf. Figure 1). The new interfaces \(F_1\) to \(F_k\) can be handed off to \(k\) different designers. Suppose that the first designer builds a component \(f_1\) that implements the interface \(F_1\), the second designer buys off the shelf a component \(f_2\) that implements \(F_2\), etc. Then the interface theory guarantees that (1) the \(k\) components can be composed and connected to form the system \((f_1 \parallel \cdots \parallel f_k) \theta\), and (2) this system implements the given interface \(F\). Mathematically, if \((F_1 \parallel \cdots \parallel F_k) \theta \preceq F\), and \(f_j \prec F_j\) for all \(1 \leq j \leq k\), then \((f_1 \parallel \cdots \parallel f_k) \theta \prec F\).

More generally, such a compositional design process can proceed through multiple levels of refinement. Given two interface theories \((A_1, \prec_1)\) and \((A_2, \prec_2)\) for a component algebra \(B\), if \((A_2, \prec_2)\) is as expressive for \(B\) as \((A_1, \prec_1)\), than every compositional design process that is carried out in the interface theory \((A_1, \prec_1)\) can also be carried out in the interface theory \((A_2, \prec_2)\).

An interface theory also supports the component-wise evolution of a design. Suppose that the system \((f_1 \parallel \cdots \parallel f_k) \theta\) implements the interface \(F\). If we want to replace a component \(f_j\) by another component \(f'_j\), and we are given the corresponding interface \(F_j\), then we need to ensure only \(f'_j \prec F_j\) in order to put together a revised system \((f_1 \parallel \cdots \parallel f'_j \parallel \cdots \parallel f_k) \theta\) that implements \(F\).

**Component algebras support compositional verification.** Suppose that we want to verify that a given system \((f'_1 \parallel \cdots \parallel f'_k) \theta\) satisfies a specification \(f\), which may be a more abstract description of the system, or a property of the system. A component algebra allows us to split the verification task into a number of subtasks of smaller complexity. We can establish independently the \(k\) proof obligations that each component \(f'_j\) satisfies a corresponding specification \(f_j\). Then the component algebra guarantees that the \(k\) partial specifications can be composed and connected to form a single specification \((f_1 \parallel \cdots \parallel f_k) \theta\), which, it remains to be shown, implies the given specification \(f\). Mathematically, if \(f'_j \preceq f_j\) for all \(1 \leq j \leq k\), and \((f_1 \parallel \cdots \parallel f_k) \theta \preceq f\), then \((f'_1 \parallel \cdots \parallel f'_k) \theta \preceq f\). More generally, such a compositional verification process can proceed through multiple levels of abstraction.
3 Some Stateless Interface Algebras

We begin by considering some examples of interfaces without state, and defer interfaces with state to Section 5. Stateless interfaces may of course be implemented by stateful components. For example, while the parameter declaration of a Pascal procedure is a stateless interface similar to the stateless I/O interfaces defined below, the body of a Pascal procedure is a component that typically has state (e.g., local variables). We discuss three classes of stateless interfaces:

1. An **input/output (I/O) interface** constrains the environment of a component by specifying the names and types of input ports. Symmetrically, it provides the same information about output ports.

2. An **assume/guarantee (A/G) interface** is an I/O interface that constrains, in addition, the ranges of values expected at input ports. Symmetrically, it provides range information about output ports. The example

   \[ x \in \mathbb{R} \land y \in \mathbb{R}\setminus\{0\} \land z \in \mathbb{R} \]

   from the introduction is a stateless A/G interface.

3. A **port-dependency (PD) interface** is an I/O interface that constrains which output ports may influence the values at which input ports. Symmetrically, it provides dependency information between input and output ports.

3.1 The Stateless Input/Output Interfaces

A **stateless I/O interface** \( F \) consists of a set \( I_F \) of input ports, a set \( O_F^+ \) of available ports disjoint from \( I_F \), and a set \( O_F \subseteq O_F^+ \) of output ports. The available ports are reserved names for choosing output ports when refining the interface; they are used to ensure that whenever two interfaces are implemented independently by two components, then the components have different output ports. Let \( P_F = I_F \cup O_F \) and \( P_F^+ = I_F \cup O_F^+ \).

**Composition** \( F \parallel G \) is defined iff \( P_F^+ \cap P_G^+ = \emptyset \). Then, \( I_{F \parallel G} = I_F \cup I_G \) and \( O_{F \parallel G}^+ = O_F^+ \cup O_G^+ \) and \( O_{F \parallel G} = O_F \cup O_G \).

**Connection** \( F\theta \) is defined iff \( (1) \ I_\theta \subseteq O_F, \ (2) \ O_\theta \cap O_F^+ = \emptyset, \) and \( (3) \) for all channels \( (x,y),(x',y') \in \theta \), if \( x \neq x' \), then \( y \neq y' \); that is, two channels cannot have the same target. Then, \( I_{F\theta} = I_F \setminus O_\theta \) and \( O_{F\theta}^+ = O_F^+ \cup O_\theta \) and \( O_{F\theta} = O_F \cup O_\theta \).

**Hierarchy** \( F' \trianglelefteq F \) iff \( I_{F'} \subseteq I_F \) and \( O_{F'}^+ \subseteq O_F^+ \) and \( O_{F'} \supseteq O_F \). Note the contravariance between inputs and outputs: a component that implements a refinement of the interface \( F \) may not use all input ports in \( I_F \), but it must provide values at all output ports in \( O_F \), because those may be expected by the environment.

**Proposition 1.** The stateless I/O interfaces are an interface algebra.
3.2 The Stateless Assume/Guarantee Interfaces

A stateless A/G interface $F$ consists of a stateless I/O interface $II_F = (I_F, O'_F, O_F)$, a satisfiable predicate $\phi_F$ on $I_F$ called input assumption, and a satisfiable predicate $\psi_F$ on $O_F$ called output guarantee. The input assumption specifies the value combinations at the input ports which a component that implements the interface must accept, and the output guarantee specifies the value combinations at the output ports which such a component may produce.

Composition $F{\parallel G}$ is defined iff $II_F{\parallel II_G}$ is defined. Then, $\phi_{F{\parallel G}} = \phi_F \land \phi_G$ and $\psi_{F{\parallel G}} = \psi_F \land \psi_G$.

Connection $F\theta$ is defined iff (1) $II_F\theta$ is defined and (2) the input assumption $\phi_{F\theta}$, as defined next, is satisfiable. Let $\phi_{F\theta} = (\forall O_F\theta)(\psi_F \land \rho_\theta \Rightarrow \phi_F)$ and $\psi_{F\theta} = \psi_F \land \rho_\theta$. The input assumption $\phi_{F\theta}$ states that a component that implements the interface $F\theta$ expects inputs so that the input assumption of $F$ is satisfied, provided the outputs of $F$, some of which may be connected to inputs by $\theta$, do not violate the output guarantee of $F$.

Hierarchy $F' \preceq F$ iff (1) $II_F \preceq II_F$, (2) the input assumption $\phi_{F'}$ is implied by $\phi_F$, and (3) the output guarantee $\psi_{F'}$ implies $\psi_F$. Note the contravariance between input assumptions and output guarantees: a component that implements a refinement of the interface $F$ must be prepared to accept all inputs that satisfy the input assumption $\phi_F$, and it may produce only outputs that satisfy the output guarantee $\psi_F$.

**Proposition 2.** The stateless A/G interfaces are an interface algebra.

**Example 1.** Consider the stateless A/G interface $F$ with two input ports $x$ and $y$, and an output port $z$, all integer-valued. The input assumption is $\phi_F = (x = 0 \Rightarrow y = 0)$; that is, the environment is expected to provide input values so that either the $x$ value is different from 0, or both input values are 0. The output guarantee is $\psi_F = \text{true}$; that is, a component that implements $F$ may produce any integer output. The connection $F\theta$ with $\theta = \{(z, x)\}$ is legal (i.e., defined): as the environment of $F\theta$ does not know whether or not the value at $x$ is 0, to be on the safe side, it must provide the value 0 at the remaining input port $y$; that is, $\phi_{F\theta} = (y = 0)$. Since now both $z$ and $x$ are output ports, we have $\psi_{F\theta} = (z = x)$. The connection $F\theta'$ with $\theta' = \{(z, y)\}$ is also legal: to be on the safe side, the environment must provide a value different from 0 at the remaining input port $x$; that is, $\phi_{F\theta'} = (x \neq 0)$ and $\psi_{F\theta'} = (z = y)$.

The stateless A/G interface $F'$ is just like $F$, except that it has the stronger output guarantee $\psi_{F'} = (z \neq 0)$; that is, a component that implements $F'$ is guaranteed to produce an output value different from 0. The interface $F'$ has fewer implementations than $F$; indeed, $F'$ refines $F$. Consequently, the connection $F'\theta$ with $\theta = \{(z, x)\}$ is still legal: in fact, as $x$ is guaranteed to be different from 0, the environment is free to provide any input value at $y$; that is, $\phi_{F'\theta} = \text{true}$ and $\psi_{F'\theta} = (z \neq 0 \land z = x)$. Also the connection $F'\theta'$ with $\theta' = \{(z, y)\}$ is still legal: $\phi_{F'\theta'} = (x \neq 0)$ and $\psi_{F'\theta'} = (z \neq 0 \land z = y)$. Note that both $F' \preceq F\theta$ and $F'\theta' \preceq F\theta'$, as predicted. □
Example 2. Consider the stateless A/G interface $G$ with two input ports $x$ and $y$, and two output ports $z$ and $u$, all boolean-valued. The input assumption is $\phi_G = (x = y)$ and the output guarantee is $\psi_G = (z = u)$; that is, the environment is expected to provide equal input values at $x$ and $y$, and the component guarantees the output values at $z$ and $u$ to be equal. The connection $G_\theta$ with $\theta = \{(z, x), (u, y)\}$ is legal: $\phi_{G_\theta} = \text{true}$ (there are no more inputs) and $\psi_{G_\theta} = (z = u \land z = x \land u = y)$. However, the connection $G_{\theta_1}$ with $\theta_1 = \{(z, x)\}$ is illegal (i.e., undefined), because there is no condition on the remaining input $y$ that would guarantee that $x = y$. The connection $G_{\theta_2}$ with $\theta_2 = \{(u, y)\}$ is similarly illegal. This shows the need for considering sets of channels as interconnects, rather than considering individual channels one at a time. \[\square\]

3.3 The Stateless Port-Dependency Interfaces

A stateless PD interface $F$ consists of a stateless I/O interface $\Pi_F = (I_F, O_F^+, O_F^0)$ and an I/O-dependency relation $\kappa_F \subseteq I_F \times O_F$. Intuitively, $(x, y) \in \kappa_F$ means that the value at input port $x$ can influence the value at output port $y$.

Composition $F \parallel G$ is defined iff $\Pi_F \parallel \Pi_G$ is defined. Then, $\kappa_F \parallel \kappa_G = \kappa_F \cup \kappa_G$.

Connection $F\theta$ is defined iff (1) $\Pi_F \theta$ is defined and (2) for all channels $(x, y) \in \kappa_F$, we have $(y, x) \notin \theta$. In other words, the port dependencies introduced by the interconnect $\theta$ must not close a dependency cycle. Let $\kappa_{F \theta}^* \subseteq P_{F \theta} \times O_{F \theta}$ be the smallest transitive relation such that $\kappa_F \subseteq \kappa_{F \theta}^*$ and $\theta \subseteq \kappa_{F \theta}^*$. Then, $\kappa_{F \theta} = \kappa_{F \theta}^* \cap (I_{F \theta} \times O_{F \theta})$.

Hierarchy $F' \preceq F$ iff $\Pi_{F'} \preceq \Pi_F$ and $\kappa_{F'} \cap (I_F \times O_F) \subseteq \kappa_F$. In other words, a component that implements a refinement of the interface $F$ must not have more I/O dependencies than permitted by the I/O dependency relation $\kappa_F$.

Proposition 3. The stateless PD interfaces are an interface algebra.

4 Some Component Algebras

For each interface algebra $A$ from the previous section, we give an example of a component algebra $B$ such that there is a compositional implementation $\triangleright$ of $A$ by $B$. All examples of component algebras presented here are netlists, i.e., sets of atomic blocks called processes which are connected by channels. In the most general case, each process specifies a nonempty relation between input and output ports. Such a relational net is well-formed if there exist port values that satisfy the I/O relations of all processes, and all identities enforced by channels. The stateless I/O interfaces, the stateless A/G interfaces, and the stateless PD interfaces each capture sufficient conditions on the well-formedness of a subclass of relational nets, and thus provide an interface theory for that subclass.

1 Exactly the opposite condition is required in component algebras with dependency relations: a more abstract component may have fewer I/O dependencies (cf. [II]).
Notation. A valuation \( p \) on a set \( P \) of ports is a function that maps each port \( x \in P \) to a value \( p(x) \in \mathbb{T}_x \). We write \([P]\) for the set of valuations on \( P \). Given a valuation \( p \in [P] \) and a predicate \( \rho \) on \( P \), by \( \rho \circ p \) we denote the truth value of \( \rho \) evaluated at \( p \). Consider two sets \( P_1 \) and \( P_2 \) of ports, and two valuations \( p_1 \in [P_1] \) and \( p_2 \in [P_2] \). We write \( p_1 \equiv p_2 \) if \( p_1(x) = p_2(x) \) for all ports in \( P_1 \cap P_2 \). If \( p_1 \not\equiv p_2 \), then \( p_1 \oplus p_2 \) denotes the valuation in \([P_1 \cup P_2]\) such that \( (p_1 \oplus p_2)(x) = p_1(x) \) for all \( x \in P_1 \), and \( (p_1 \oplus p_2)(x) = p_2(x) \) for all \( x \in P_2 \).

4.1 The Relational Nets

A process \( a \) consists of a set \( I_a \) of input ports, a set \( O_a \) of output ports disjoint from \( I_a \), and a satisfiable predicate \( \rho_a \) on \( I_a \cup O_a \) called I/O relation. For a process \( a \), let \( P_a = I_a \cup O_a \). A relational net \( f \) consists of a set \( A_f \) of processes and a set \( C_f \) of channels, such that all of the following:

1. For all processes \( a, b \in A_f \), if \( a \neq b \), then \( P_a \cap P_b = \emptyset \).
2. For all processes \( a \in A_f \) and all channels \( (x, y) \in C_f \), we have \( y \not\in O_a \).
3. For all channels \( (x, y), (x', y') \in C_f \), if \( x \neq x' \), then \( y \neq y' \).
4. Let \( P_f = \bigcup_{a \in A_f} P_a \cup \bigcup_{(x,y) \in C_f} \{x,y\} \). There is an I/O valuation \( p \in [P_f] \) such that (a) \( \rho_a \circ p \) is true for all processes \( a \in A_f \), and (b) \( p(x) = p(y) \) for all channels \( (x, y) \in C_f \).

If (a) and (b), then the I/O valuation \( p \) is called consistent with the relational net \( f \). A port \( x \in P_f \) of a relational net \( f \) is a primary input port if (1) there is no process \( a \in A_f \) with \( x \in O_a \), and (2) there is no port \( y \in P_f \) with \( (y, x) \in C_f \). We write \( I_f \) for the primary input ports of the relational net \( f \), and \( O_f = P_f \setminus I_f \) for the other ports.

Composition \( f \| g \) is defined iff \( P_f \cap P_g = \emptyset \). Then, \( A_{f \| g} = A_f \cup A_g \) and \( C_{f \| g} = C_f \cup C_g \).

Connection \( f \theta \) is defined iff the result \( (A_{f \theta}, C_{f \theta}) \), as defined next, is a relational net. Let \( A_{f \theta} = A_f \) and \( C_{f \theta} = C_f \cup \theta \).

Hierarchy \( f' \preceq f \) iff (1) \( P_{f'} \supseteq P_f \), (2) \( O_{f'} \supseteq O_f \), and (3) for every I/O valuation \( p \in [P_{f'}] \), if \( p \) is consistent with \( f' \), then \( p \) is consistent with \( f \).

Note the covariance between inputs and outputs: a more abstract relational net \( f \) may have fewer input and output ports than \( f' \), and it may leave some output ports of \( f' \) unconstrained by treating them as free inputs.

Proposition 4. The relational nets are a component algebra.

The relational nets are very general, in that they admit processes with (1) partial I/O relations, which do not accept all input valuations, and (2) arbitrary dependencies between input and output valuations. An example of relational processes are the input-constraining Mealy machines whose combinational I/O dependencies do not change in time. Instead of a formal account of this statement, we only give an intuitive explanation. First, a state machine with inputs and outputs, such as a Moore or Mealy machine, is input-enabling if in every
state, the machine accepts all possible inputs. We refer to a class of state machines as *input-constraining* if its members are not necessarily input-enabling. Second, stateless interfaces consider only the *combinational I/O* dependencies of a state machine, which assert how an output value depends on the *concurrent* input values. In particular, a Moore machine has *no* combinational I/O dependencies, because an output value may depend only on *previous* input values. Thus, to view a state machine $M$ as a relational process $a$, we construct the I/O relation $\rho_a$ from the combinational I/O dependencies of $M$, and abstract away all other detail, such as sequential I/O dependencies.

We have no interface theory for the relational nets. Instead, we consider three restricted classes of relational nets for which simple interface theories exist:

1. In the first restricted class, the *rectangular nets*, the processes can still restrict the accepted input valuations, but there are no I/O dependencies. An example of such processes are the input-constraining Moore machines whose input assumptions do not change in time. An appropriate interface theory are the stateless A/G interfaces. (To capture input assumptions that that may change in time, *stateful* A/G interfaces are needed; see Section 5.)

2. In the second restricted class, the *total nets*, the processes do not restrict the accepted input valuations, but there can be I/O dependencies. An example of such processes are the input-enabling Mealy machines whose combinational I/O dependencies do not change in time. An appropriate interface theory are the stateless PD interfaces, which rule out cycles of combinational I/O dependencies—a common restriction in hardware design. (To capture I/O dependencies that that may change in time, *stateful* PD interfaces are needed; cf. [6].)

3. In the third restricted class, the *total-and-rectangular nets*, the processes do not restrict the accepted input valuations, and there are no I/O dependencies. An example of such processes are the input-enabling Moore machines. An appropriate interface theory are the stateless I/O interfaces.

### 4.2 The Rectangular Nets

A process $a$ is *rectangular* if there exist a predicate $\phi_a$ on $I_a$ and a predicate $\psi_a$ on $O_a$ such that $\rho_a$ is equivalent to $\phi_a \land \psi_a$. In other words, the I/O relation of a rectangular process may constrain input and output values, but it cannot relate them. It follows that there are no dependencies between input and output values. A relational net $f$ is a *rectangular net* if all atoms in $A_f$ are rectangular. The rectangular nets are closed under composition and connection.

For a relational net $f$, let $\rho_f^A = \bigwedge_{a \in A_f} \rho_a$ and $\rho_f^C = \bigwedge_{(x,y) \in C_f} (x = y)$ and $\rho_f = \rho_f^A \land \rho_f^C$. The predicate $\rho_f$ is true precisely at the I/O valuations in $[P_f]$ that are consistent with $f$. Given a relational net $f$ and a stateless I/O interface $F$, define $f \triangleleft_{I/O} F$ iff $I_f \subseteq I_F$ and $O_f \subseteq O_F^+$ and $O_f \supseteq O_F$. Given a relational net $f$ and a stateless A/G interface $F$, define $f \triangleleft_{A/G} F$ iff (1) $f \triangleleft_{I/O} \Pi_F$, (2) $(\exists O_f)\rho_f$ is implied by the input assumption $\phi_F$, and (3) $(\exists I_f)\rho_f$ implies the output guarantee $\psi_F$. 

Proposition 5. The stateless A/G interfaces with $\prec_{A/G}$ are an interface theory for the rectangular nets, but not for the relational nets.

To see the second part of the proposition, consider the inverter process $a \neq$ with boolean input port $x$ and boolean output port $y$ and I/O relation $x \neq y$. This process is not rectangular. The illegal connection $a \neq \theta$ for $\theta = \{(y, x)\}$ is permitted by the stateless A/G interfaces with $\prec_{A/G}$.

4.3 The Total Nets

A process $a$ is \textit{total} if $(\forall I_a)(\exists O_a)\rho_a$. In other words, a total process accepts all possible input values. A relational net $f$ is a \textit{total net} if all processes in $A_f$ are total. The total nets are closed under composition and connection.

For a relational net $f$, the \textit{transitive-dependency relation} $\kappa_f^*$ is a binary relation on the ports $P_f$, namely, the smallest transitive relation such that (1) for all processes $a \in A_f$, if $x \in I_f$ and $y \in O_f$, then $(x, y) \in \kappa_f^*$, and (2) $C_f \subseteq \kappa_f^*$. Given a relational net $f$ and a stateless PD interface $F$, define $f \prec_{PD} F$ iff $f \prec_{I/O} F$ and $\kappa_f^* \cap (I_F \times O_F) \subseteq \kappa_F$.

Proposition 6. The stateless PD interfaces with $\prec_{PD}$ are an interface theory for the total nets, but not for the relational nets.

To see the second part of the proposition, consider the relational net $f$ with two processes $a$ and $b$, and no channels. Suppose that $a$ has a boolean output port $x$ and the I/O relation $x = 0$, and $b$ has a boolean input port $y$ and the I/O relation $y = 1$. The process $b$ is not total. The illegal connection $f \theta$ for $\theta = \{(x, y)\}$ is permitted by the stateless PD interfaces with $\prec_{PD}$.

4.4 The Total-and-Rectangular Nets

A relational net $f$ is a \textit{total-and-rectangular net} if $f$ is both a total net and a rectangular net. Note that a process $a$ is both total and rectangular iff the I/O relation $\rho_a$ contains no input ports from $I_a$. In other words, the I/O relation of a total rectangular process constrains only the output values. The total-and-rectangular nets are closed under composition and connection.

Proposition 7.

1. The stateless I/O interfaces with $\prec_{I/O}$ are an interface theory for the total-and-rectangular nets, equally expressive as the stateless A/G interfaces with $\prec_{A/G}$, and more expressive than the stateless PD interfaces with $\prec_{PD}$.

2. The stateless I/O interfaces with $\prec_{I/O}$ are not an interface theory for the total nets, nor for the rectangular nets.

To see that the stateless PD interfaces with $\prec_{PD}$ are not as expressive for the total-and-rectangular nets as the stateless I/O interfaces with $\prec_{I/O}$, consider the constant process $a_0$ with boolean input port $x$ and boolean output port $y$ and I/O relation $y = 0$. This process is both total and rectangular. The connection $a_0 \theta$ with $\theta = \{(y, x)\}$ is permitted by the stateless I/O interfaces.
with $\prec_{I/O}$, but is not permitted by the stateless PD interfaces with $\prec_{PD}$. To see the second part of the proposition, first recall the inverter process $a \neq \theta$ from the proof of Proposition 5. The process $a \neq \theta$ is total. The illegal connection $a \neq \theta$ for $\theta = \{(y, x)\}$ is permitted by the stateless I/O interfaces with $\prec_{I/O}$. Second, recall the two-process net $f$ from the proof of Proposition 6. Both processes $a, b \in A_f$ are rectangular. The illegal connection $f \theta$ for $\theta = \{(x, y)\}$ is permitted by the stateless I/O interfaces with $\prec_{I/O}$.

5 Stateful Interfaces Are Games

We present two interface algebras with state. A stateful interface $F$ proceeds in steps through a state space, and with every step, the valuation on the set $P_F$ of ports may change. The stateful interfaces we consider are deterministic, in that for every state the port valuation, which is observable, uniquely determines the successor state. Deterministic interfaces may of course be implemented by nondeterministic components. Nondeterminism in interfaces, however, seems unnecessary and is expensive: if an interface is not at all times aware of the state of the other interfaces within a component-based system, then compatibility checking for interfaces becomes difficult [5] (an exponential subset construction is needed to track the possible states of interfaces).

Our first example of stateful interfaces are the deterministic A/G interfaces. They have input assumptions and output guarantees that depend on the state of the interface. A stateful interface is naturally viewed as a two-player concurrent game [2]. The two players are component, representing a component that implements the interface, and environment, representing the environment. In the case of a stateful A/G interface, with every step, the component chooses an output valuation that satisfies the current output guarantee, and independently the environment chooses an input valuation that satisfies the current input assumption. The resulting I/O valuation determines the successor state, and the game repeats. The objective of the environment is to be helpful by always providing inputs that are accepted by the component.

There are two ways for the environment to win the game: either the game continues ad infinitum, or it enters a state in which the component cannot produce an output, because the output guarantee is unsatisfiable. Such a state is called a termination state, because it represents the fact that the component terminates. Conversely, the environment loses the game if the game enters a state in which the environment cannot provide an acceptable input, because the input assumption is unsatisfiable, whereas the component is not ready to terminate. Such a state is called an immediate error state. A helpful environment tries to prevent an immediate error state from being entered. The states from which the environment cannot prevent this are called derived error states. In other words, the derived error states are those states from which the environment has no strategy to avoid an immediate error state. As the objective is to avoid a set of states, this is a safety game [2]. The interface that gives rise to the game is well-formed iff the initial state is not an (immediate or derived) error state: if
this is the case, then there is a helpful environment that can provide acceptable
inputs either ad infinitum, or until the component terminates.

Given an interface \( F \), a connection \( F\theta \) is defined iff the resulting interface is well-
formed. In particular, checking if \( F\theta \) is defined requires computing the derived
error states, i.e., solving a concurrent safety game. This can be done by backward-
search from the immediate error states in time linear in the number of states. The
game-theoretic view also motivates the definition of hierarchy: if the interface
\( F' \) refines the interface \( F \), then the well-formedness of \( F\theta \) must imply the well-
formedness of \( F'\theta \); that is, if the environment has a strategy to win the \( F\theta \) game,
then it must also have a strategy to win the \( F'\theta \) game. This preservation of
strategies is captured by alternating refinement relations \(^2\), such as alternating
simulation (an alternative choice is refinement as alternating trace containment,
but this would be more expensive to check).

The stateful A/G interfaces can be viewed as synchronous interface automata,
thus complementing the asynchronous variety defined in \(^5\). In a similar fashion,
state can be added also to the stateless I/O interfaces and to the stateless PD
interfaces. Instead, we present as second example a more generic stateful interface
algebra, the deterministic game interfaces, which make the game-theoretic view
explicit. In a deterministic game interface, at every state, certain moves are
available to each player. These moves can be very general, such as functions
from input valuations to output valuations for the component, and functions
from output valuations to input valuations for the environment. With every
step, each player independently chooses an available move, and the combination
of both moves determines the current port valuation, which in turn determines
the successor state.

5.1 The Deterministic Assume/Guarantee Interfaces

A deterministic A/G interface \( F \) consists of the following:

- A stateless I/O interface \( \Pi_F \) \(^4\)
- A finite set \( Q_F \) of states, including an initial state \( \hat{q}_F \in Q_F \).
- For every state \( q \in Q_F \), a predicate \( \phi_F(q) \) on \( I_F \) called input assumption,
and a predicate \( \psi_F(q) \) on \( O_F \) called output guarantee. A state \( q \in Q_F \) is
a termination state if the output guarantee \( \psi_F(q) \) is unsatisfiable. A state
\( q \in Q_F \) is an error state if the input assumption \( \phi_F(q) \) is unsatisfiable and
the output guarantee \( \psi_F(q) \) is satisfiable. We require that the initial state
\( \hat{q}_F \) is not an error state.
- For every pair \( q, r \in Q_F \) of states, a predicate \( \rho_F(q,r) \) on \( P_F \) called tran-
sition guard. We require that for every state \( q \in Q_F \), (1) the disjunction
\[ \bigvee_{r \in Q_F} \rho_F(q,r) \] is valid, and (2) for all states \( r, r' \in Q_F \), if \( r \neq r' \), then the

\(^2\) In a more general interface algebra, the input and output ports may depend on
the state of the interface. This is necessary for modeling bidirectional ports (cf. \([7]\)).
conjunction \( \rho_F(q,r) \land \rho_F(q,r') \) is unsatisfiable. Condition (2) ensures determinism. In other words, for every state \( q \in Q_F \) and every I/O valuation \( p \in [P_F] \), there is a unique state \( r \in Q_F \) with \( \rho_F(q,r) \circ p \). If \( \rho_F(q,r) \circ p \), then \( r \) is called the \( p \)-successor of \( q \) and denoted \( \delta_F(q,p) \).

For the deterministic A/G interfaces, composition, connection, and hierarchy are defined as follows:

**Composition** \( F \parallel G \) of two deterministic A/G interfaces \( F \) and \( G \) is defined iff \( \Pi_F \parallel \Pi_G \) is defined. Then, \( Q_{F \parallel G} = Q_F \times Q_G \) and \( \hat{q}_{F \parallel G} = (\hat{q}_F, \hat{q}_G) \) and for all states \( q_F, r_F \in Q_F \) and \( q_G, r_G \in Q_G \), let \( \hat{\phi}_{F \parallel G}(q_F, q_G) = \phi_F(q_F) \land \phi_G(q_G) \) and \( \hat{\psi}_{F \parallel G}(q_F, q_G) = \psi_F(q_F) \land \psi_G(q_G) \) and \( \rho_{F \parallel G}(q_F, q_G, (r_F, r_G)) = \rho_F(q_F, r_F) \land \rho_G(q_G, r_G) \).

**Connection** \( F\theta \) for a deterministic A/G interface \( F \) is defined iff (1) \( \Pi_F \theta \) is defined and (2) the initial state of \( F\theta \), as defined next, is not an error state. Let \( Q_{F\theta} = Q_F \) and \( \hat{q}_{F\theta} = \hat{q}_F \) and for all states \( q, r \in Q_{F\theta} \), let \( \psi_{F\theta}(q) = \psi_F(q) \land \rho_\theta \) and \( \rho_{F\theta}(q,r) = \rho_F(q,r) \). The input assumptions \( \phi_{F\theta} \) are computed by the following algorithm, which finds all derived error states:

- **[Step 1]** For all states \( q \in Q_{F\theta} \), initialize \( \phi_{F\theta}(q) \) to the predicate \((\forall O_{F\theta})(\psi_{F\theta}(q) \Rightarrow \phi_F(q))\).

- **[Step 2]** For all states \( q, r \in Q_F \), if \( \phi_{F\theta}(r) \) is unsatisfiable and \( \psi_{F\theta}(r) \) is satisfiable, then replace \( \phi_{F\theta}(q) \) by the conjunction of \( \phi_{F\theta}(q) \) and \((\forall O_{F\theta})(\psi_{F\theta}(q) \Rightarrow \neg \rho_{F\theta}(q,r))\). In other words, if \( r \) is an error state, then a helpful environment chooses, in every state \( q \), an input valuation that prevents \( r \) from being entered.

Repeat **[Step 2]** until all input assumptions are replaced by equivalent predicates.

The second step must be iterated, because the strengthening of an input assumption \( \phi_{F\theta}(q) \) in **[Step 2]** may cause it to change from satisfiable to unsatisfiable, possibly exposing \( q \) as an error state and thus triggering additional changes.

**Hierarchy** \( F' \preceq F \) iff (1) \( \Pi_{F'} \preceq \Pi_F \) and (2) there is an alternating A/G simulation \( \sqsubseteq \) of \( F' \) by \( F \) with \( \hat{q}_{F'} \sqsubseteq \hat{q}_F \). An alternating A/G simulation of \( F' \) by \( F \) is a binary relation \( \sqsubseteq \) between the states \( Q_{F'} \) and the states \( Q_F \) such that \( q' \sqsubseteq q \) implies that (1) the input assumption \( \phi_{F'}(q') \) is implied by \( \phi_F(q) \), (2) the output assumption \( \psi_{F'}(q') \) implies \( \psi_F(q) \), and (3) for all input valuations \( i \in [I_F] \) and all output valuations \( o \in [O_F] \), if \( \phi_F(q) \circ i \) and \( \psi_{F'}(q') \circ o \), then \( \delta_{F'}(q', i \uplus o) \sqsubseteq \delta_F(q, i \uplus o) \).

**Proposition 8.** The deterministic A/G interfaces are an interface algebra.

### 5.2 The Deterministic Game Interfaces

A deterministic game interface \( F \) consists of the following:
A set \( P_F \) of ports.

A finite set \( Q_F \) of states, including an initial state \( \hat{q}_F \in Q_F \).

For every state \( q \in Q_F \), a finite set \( I_F(q) \) of input moves, a finite set \( O_F(q) \) of output moves, a function \( \gamma_F(q) \) from \( I_F(q) \times O_F(q) \) to \([P_F]\) called outcome function, and a function \( \delta_F(q) \) from \([P_F]\) to \( Q_F \) called successor function. Determinism means that the successor state depends only on the port valuation, and not on the choice of moves. A state \( q \in Q_F \) is a termination state if the set \( O_F(q) \) of output moves is empty. A state \( q \in Q_F \) is an error state if the set \( I_F(q) \) of input moves is empty and the set \( O_F(q) \) of output moves is nonempty. We require that the initial state \( \hat{q}_F \) is not an error state.

**For the deterministic game interfaces, composition, connection, and hierarchy are defined as follows:**

**Composition** \( F \parallel G \) of two deterministic game interfaces \( F \) and \( G \) is defined iff \( P_F \cap P_G = \emptyset \). Then, \( P_{F \parallel G} = P_F \cup P_G \) and \( Q_{F \parallel G} = Q_F \times Q_G \) and \( \hat{q}_{F \parallel G} = (\hat{q}_F, \hat{q}_G) \) and for all states \( q_F, r_F \in Q_F \) and \( q_G, r_G \in Q_G \), let \( I_{F \parallel G}(q_F, q_G) = I_F(q_F) \times I_G(q_G) \) and \( O_{F \parallel G}(q_F, q_G) = O_F(q_F) \times O_G(q_G) \) and for all moves \( m_F \in I_F, m_G \in I_G, n_F \in O_F, \) and \( n_G \in O_G \), let \( \gamma_F(q_F, q_G)((m_F, m_G), (n_F, n_G)) = \gamma_F(q_F)(m_F, n_F) \uplus \gamma_G(q_G)(m_G, n_G) \), and for all valuations \( p_F \in [P_F] \) and \( p_G \in [P_G] \), let \( \delta_{F \parallel G}(q_F, q_G)(p_F \uplus p_G) = (\delta_F(q_F)(p_F), \delta_G(q_G)(p_G)) \).

**Connection** \( F\theta \) for a deterministic game interface \( F \) is defined iff the initial state of \( F\theta \), as defined next, is not an error state. Let \( Q_{F\theta} = Q_F \) and \( \hat{q}_{F\theta} = \hat{q}_F \) and for all states \( q \in Q_{F\theta} \), let \( O_{F\theta}(q) = O_F(q) \) and for all valuations \( p \in [P_{F\theta}] \), let \( \delta_{F\theta}(q)(p) = \delta_F(q)(p) \). The outcome functions \( \gamma_{F\theta} \) are the uniquely determined functions such that for all states \( q \in Q_{F\theta} \), all input moves \( m \in I_F(q) \), and all output moves \( n \in O_{F\theta}(q) \), we have (1) \( \gamma_{F\theta}(q)(m, n) = \gamma_F(q)(m, n) \) and (2) for all channels \( (x, y) \in \theta \), we have \( \gamma_{F\theta}(q)(m, n)(x) = \gamma_F(q)(m, n)(y) \). The input moves \( I_{F\theta} \) are computed by the following algorithm, which finds all derived error states:

**[Step 1]** For all states \( q \in Q_{F\theta} \), initialize \( I_{F\theta}(q) \) to the set of input moves \( m \in I_F(q) \) such that for all output moves \( n \in O_{F\theta}(q) \) and all channels \( (x, y) \in \theta \), we have \( \gamma_{F\theta}(q)(m, n)(x) = \gamma_{F\theta}(q)(m, n)(y) \).

**[Step 2]** For all states \( q, r \in Q_F \), if \( I_F(q) \) is empty and \( O_F(q) \) is nonempty and there is an output move \( n \in O_{F\theta}(q) \) and a valuation \( p \in [P_{F\theta}] \) such that \( \gamma_{F\theta}(q)(m, n) = p \) and \( \delta_{F\theta}(q)(p) = r \), then remove \( m \) from the set \( I_{F\theta}(q) \) of input moves. In other words, if \( r \) is an error state, then a helpful environment chooses, in every state \( q \), an input move that prevents \( r \) from being entered.

Repeat [Step 2] until no input moves can be removed.

The second step must be iterated, because the removal of input moves in [Step 2] may cause a set \( I_{F\theta}(q) \) of input moves to change from nonempty to empty, possibly exposing \( q \) as an error state and thus triggering additional changes.
Hierarchy $F' \preceq F$ iff there is an alternating game simulation $\sqsubseteq$ of $F'$ by $F$ with \(\hat{q}_{F'} \sqsubseteq \hat{q}_F\). An alternating game simulation of $F'$ by $F$ is a binary relation $\sqsubseteq$ between the states $Q_{F'}$ and the states $Q_F$ such that $q' \sqsubseteq q$ implies that for all input moves $m \in \mathcal{I}_F(q)$, there is an input move $m' \in \mathcal{I}_{F'}(q')$ such that for all output moves $n' \in \mathcal{O}_{F'}(q')$, there is an output move $n \in \mathcal{O}_F(q)$ such that for all valuations $p' \in \mathcal{P}_{F'}(q', m', n')$ and $p = \gamma_F(q)(m, n)$, then $p' \equiv p$ and $\delta_{F'}(q')(p') \sqsubseteq \delta_F(q)(p)$.

**Proposition 9.** The deterministic game interfaces are an interface algebra.
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Abstract. Giotto provides an abstract programmer’s model for the implementation of embedded control systems with hard real-time constraints. A typical control application consists of periodic software tasks together with a mode switching logic for enabling and disabling tasks. Giotto specifies time-triggered sensor readings, task invocations, and mode switches independent of any implementation platform. Giotto can be annotated with platform constraints such as task-to-host mappings, and task and communication schedules. The annotations are directives for the Giotto compiler, but they do not alter the functionality and timing of a Giotto program. By separating the platform-independent from the platform-dependent concerns, Giotto enables a great deal of flexibility in choosing control platforms as well as a great deal of automation in the validation and synthesis of control software. The time-triggered nature of Giotto achieves timing predictability, which makes Giotto particularly suitable for safety-critical applications.

1 Introduction

Giotto provides a programming abstraction for hard real-time applications which exhibit time-periodic and multi-modal behavior, as in automotive, aerospace, and manufacturing control. Traditional control design happens at a mathematical level of abstraction, with the control engineer manipulating differential equations and mode switching logic using tools such as Matlab or MatrixX. Typical activities of the control engineer include modeling of the plant behavior and disturbances, deriving and optimizing control laws, and validating functionality and performance of the model through analysis and simulation. If the validated design is to be implemented in software, it is then handed off to a software engineer who writes code for a particular platform (we use the word “platform” to stand for a hardware configuration together with a real-time operating system). Typical activities of the software engineer include decomposing the necessary computational activities into periodic tasks, assigning tasks to CPUs and setting task priorities to meet the desired hard real-time constraints under the given scheduling mechanism and hardware performance, and achieving a degree of fault tolerance through replication and error correction.
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Control design

- plant modeling
- control law derivation

⇓

Giotto program

- functionality and timing
- periodic software tasks and mode switches

⇓

Code for real-time platform

- hardware mapping
- computation and communication scheduling

Fig. 1. Real-time control system design with Giotto

Giotto provides an intermediate level of abstraction, which permits the software engineer to communicate more effectively with the control engineer. Specifically, Giotto defines a software architecture of the implementation which specifies its functionality and timing. Functionality and timing are sufficient and necessary for ensuring that the implementation is consistent with the mathematical model of the design. On the other hand, Giotto abstracts away from the realization of the software architecture on a specific platform, and frees the software engineer from worrying about issues such as hardware performance and scheduling mechanism while communicating with the control engineer. After writing a Giotto program, the second task of the software engineer remains of course to implement the program on the given platform. However, in Giotto, this second task, which requires no interaction with the control engineer, is effectively decoupled from the first, and can in large parts be automated by increasingly powerful compilers. The Giotto design flow is shown in Figure 1. The separation of logical correctness concerns (functionality and timing) from physical realization concerns (mapping and scheduling) has the added benefit that a Giotto program is entirely platform independent and can be compiled on different, even heterogeneous, platforms.

Motivating example. Giotto is designed specifically for embedded control applications. Consider a typical fly-by-wire flight control system [LRR92, Col99], which consists of three types of interconnected components (see Figure 2): sensors, CPUs for computing control laws, and actuators. The sensors include an inertial navigation unit (INU), for measuring linear and angular acceleration; a global positioning system (GPS), for measuring position; an air data measurement system, for measuring such quantities as air pressure; and the pilot’s controls, such as the pilot’s stick. Each sensor has its own timing properties: the INU, for example, outputs its measurement 1,000 times per second, whereas the pilot’s stick outputs its measurement only 500 times per second. Three separate control laws—for pitch, lateral, and throttle control—need to be computed.
The system has four actuators: two for the ailerons, one for the tailplane, and one for the rudder. The timing requirements on the control laws and actuator tasks are also shown in Figure 2. The reader may wonder why the actuator tasks need to run more frequently than the control laws. The reason is that the actuator tasks are responsible for the stabilization of quickly moving mechanical hardware, and thus need to be an order of magnitude more responsive than the control laws.

We have just described one operational mode of the fly-by-wire flight control system, namely the cruise mode. There are four additional modes: the takeoff, landing, autopilot, and degraded modes. In each of these modes, additional sensing tasks, control laws, and actuating tasks need to be executed, as well as some of the cruise tasks removed. For example, in the takeoff mode, the landing gear must be retracted. In the autopilot mode, the control system takes inputs from a supervisory flight planner, instead of from the pilot’s stick. In the degraded mode, some of the sensors or actuators have suffered damage; the control system compensates by not allowing maneuvers which are as aggressive as those permitted in the cruise mode.

The Giotto abstraction. Giotto provides a programmer’s abstraction for specifying control systems that are structured like the previous fly-by-wire example. The basic functional unit in Giotto is the task, which is a periodically executed piece of, say, C code. Several concurrent tasks make up a mode. Tasks can be added or removed by switching from one mode to another. Tasks communicate...
with each other, as well as with sensors and actuators, by so-called drivers, which is code that transports and converts values between ports. While a task represents scheduled computation on the application level and consumes logical time, a driver is synchronous, bounded code, which is executed logically instantaneously on the system level (since drivers cannot depend on each other, no issues of fixed-point semantics arise). The periodic invocation of tasks, the reading of sensor values, the writing of actuator values, and the mode switching are all triggered by real-time. For example, one task $t_1$ may be invoked every 2 ms and read a sensor value upon each invocation, another task $t_2$ may be invoked every 3 ms and write an actuator value upon each completion, and a mode switch may be contemplated every 6 ms. This time-triggered semantics enables efficient reasoning about the timing behavior of a Giotto program, in particular, whether it conforms to the timing requirements of the mathematical (e.g., Matlab) model of the control design.

A Giotto program does not specify where, how, and when tasks are scheduled. The Giotto program with tasks $t_1$ and $t_2$ can be compiled on platforms that have a single CPU (by time sharing the two tasks) as well as on platforms with two CPUs (by parallelism); it can be compiled on platforms with preemptive priority scheduling (such as most RTOSs) as well as on truly time-triggered platforms (such as TTA [Kop97]). All the Giotto compiler needs to ensure is that the logical semantics of Giotto —functionality and timing— is preserved. A Giotto program can be annotated with platform constraints, which may be understood as directives to the compiler in order to make its job easier. A constraint may map a particular task to a particular CPU, it may schedule a particular task in a particular time interval, or it may schedule a particular communication event between tasks in a particular time slot. These annotations, however, in no way modify the functionality and timing of a Giotto program; they simply aid the compiler in realizing the logical semantics of the program.

Outline of the paper. We first give an informal introduction to Giotto in Section 2 followed by a formal definition of the language in Section 3. In Section 4 we briefly describe annotated Giotto, a refinement of Giotto for guiding distributed code generation. In Section 5 we relate Giotto to the literature and mention ongoing application work.

2 Informal Description of Giotto

Ports. In Giotto all data is communicated through ports. A port represents a typed variable with a unique location in a globally shared name space. We use the global name space for ports as a virtual concept to simplify the definition of Giotto. An implementation of Giotto is not required to be a shared memory system. Every port is persistent in the sense that the port keeps its value over time, until it is updated. There are mutually disjoint sets of sensor ports, actuator ports, and task ports in a Giotto program. The sensor ports are updated by the environment; all other ports are updated by the Giotto program. The task ports are used to communicate data between concurrent tasks and from one mode to
In any given mode, a task port may or may not be used; the used ports are called mode ports. Every mode port is explicitly assigned a value every time the mode is entered.

**Tasks.** A typical Giotto task $t$ is shown in Figure 3. The task $t$ has a set $\text{In}$ of two input ports and a set $\text{Out}$ of two output ports, all of which are depicted by bullets. The input ports of $t$ are distinct from all other ports in the Giotto program. The output ports of $t$ may be shared with other tasks as long as they are not invoked in the same mode. In general, a task may have an arbitrary number of input and output ports. A task may also maintain a state, which can be viewed as a set of private ports whose values are inaccessible outside the task. The state of $t$ is denoted by $\text{Priv}$. Finally, the task has a function $f$ from its input ports and its current state to its output ports and its next state. The task function $f$ is implemented by a sequential program, and can be written in an arbitrary programming language. It is important to note that the execution of $f$ has no internal synchronization points and cannot be terminated prematurely; in Giotto all synchronization is specified explicitly outside of tasks. For a given platform, the Giotto compiler will need to know the worst-case execution time of $f$ on each CPU.

**Tasks invocations.** Giotto tasks are periodic tasks: they are invoked at regularly spaced points in time. An invocation of a task $t$ is shown in Figure 4. If the task $t$ is invoked in the mode $m$, then the output ports of $t$ are included in the mode ports of $m$, along with the output ports of some other tasks. The task invocation has a frequency $\omega_{\text{task}}$ given by a non-zero natural number; the real-time frequency will be determined later by dividing the real-time period of the current mode by $\omega_{\text{task}}$. The task invocation specifies a driver $d$ which provides values for the input ports $\text{In}$. The first input port is loaded with the value of some other port $p$, and the second input port is loaded with the constant value $\kappa$. In general, a driver is a function that converts the values of sensor ports and mode ports of the current mode to values for the input ports, or loads the input ports with constants. Drivers can be guarded: the guard of a driver is a predicate on sensor and mode ports. The invoked task is executed only if the driver guard evaluates to $true$; otherwise, the task execution is skipped.

The time line for an invocation of the task $t$ is shown in Figure 5. The invocation starts at some time $\tau_{\text{start}}$ with a communication phase in which the driver guard is evaluated and the input port values are loaded. The Giotto semantics prescribes that the communication phase — i.e., the execution of the
driver $d$— takes zero time. The synchronous communication phase is followed by a scheduled computation phase. The Giotto semantics prescribes that at time $\tau_{\text{stop}}$ the state and output ports of $t$ are updated to the (deterministic) result of $f$ applied to the state and input ports of $t$ at time $\tau_{\text{start}}$. The length of the interval between $\tau_{\text{start}}$ and $\tau_{\text{stop}}$ is determined by the frequency $\omega_{\text{task}}$. The Giotto logical abstraction does not specify when, where, and how the computation of $f$ is physically performed between $\tau_{\text{start}}$ and $\tau_{\text{stop}}$. However, the time at which the task output ports are updated is determined, and therefore, for any given real-time trace of sensor values, all values that are communicated between tasks are determined. Instantaneous communication and time-deterministic as well as value-deterministic computation are the three essential ingredients of the Giotto logical abstraction. A compiler must be faithful to this abstraction; for example, task inputs may be loaded after time $\tau_{\text{start}}$, and the execution of $f$ may be preempted by other tasks, as long as at time $\tau_{\text{stop}}$ the values of the task output ports are those specified by the Giotto semantics.

**Fig. 4.** An invocation of task $t$

**Fig. 5.** The time line for an invocation of task $t$

**Modes.** A Giotto program consists of a set of modes, each of which repeats the invocation of a fixed set of tasks. The Giotto program is in one mode at a time. A mode may contain mode switches, which specify transitions from the mode to other modes. A mode switch can remove some tasks, and add others. Formally, a mode consists of a period, a set of mode ports, a set of task invocations, a set of actuator updates, and a set of mode switches. Figure 6 shows a mode $m$ that contains invocations of two tasks, $t_1$ and $t_2$. The period $\pi$ of $m$ is 10 ms; that
Fig. 6. A mode $m$

is, while the program is in mode $m$, its execution repeats the same pattern of task invocations every 10 ms. The task $t_1$ has two input ports, $i_1$ and $i_2$, two output ports, $o_2$ and $o_3$, a state $\text{Priv}_1$, and a function $f_1$. The task $t_2$ is defined in a similar way. Moreover, there is one sensor port, $s$, one actuator port, $a$, and a mode port, $o_1$, which is not updated by any task in mode $m$. The value of $o_1$ stays constant while the program is in mode $m$; it can be used to transfer a value from a previous mode to mode $m$. The invocation of $t_1$ in mode $m$ has the frequency $\omega_1 = 1$, which means that $t_1$ is invoked once every 10 ms while the program is in mode $m$. The invocation of $t_1$ in mode $m$ has the driver $d_1$, which copies the value of the mode port $o_1$ into $i_1$ and the value of the output port $o_4$ of $t_2$ into $i_2$. The invocation of $t_2$ has the frequency $\omega_2 = 2$, which means that $t_2$ is invoked once every 5 ms, as long as the program is in mode $m$. The invocation of $t_2$ has the driver $d_2$, which connects the output port $o_3$ of $t_1$ to $i_3$, the sensor port $s$ to $i_4$, and $o_5$ to $i_5$. Note that the mode ports of $m$, which include all task output ports used in $m$, are visible outside the scope of $m$ as indicated by the dashed lines. A mode switch may copy the values at these ports to mode ports of a successor mode. The mode $m$ has one actuator update, which is a driver $d_3$ that copies the value of the task output port $o_2$ to the actuator port $a$ with the actuator frequency $\omega_{\text{act}} = 1$; that is, once every 10 ms.

Figure 6 shows the exact timing of a single round of mode $m$, which takes 10 ms. As long as the program is in mode $m$, one such round follows another. The round begins at the time instant $\tau_0$ with an instantaneous communication phase for the invocations of tasks $t_1$ and $t_2$, during which the two drivers $d_1$ and $d_2$ are executed. The Giotto semantics does not specify how the computations of the task functions $f_1$ and $f_2$ are physically scheduled; they could be scheduled in any order on a single CPU, or in parallel on two CPUs. Logically,
after 5 ms, at time instant $\tau_1$, the results of the scheduled computation of $f_2$ are written to the output ports of $t_2$. The second invocation of $t_2$ begins with another execution of driver $d_2$, still at time $\tau_1$, which samples the most recent value from the sensor port $s$. However, the two invocations of $t_2$ start with the same value at input port $i_3$, because the value stored in $o_3$ is not updated until time instant $\tau_2 = 10$ ms, no matter if physically $f_1$ finishes its computation before $\tau_1$ or not. Logically, the output values of the invocation of $t_1$ must not be available before $\tau_2$. Any physical realization that schedules the invocation of $t_1$ before the first invocation of $t_2$ must therefore keep available two sets of values for the output ports of $t_1$. The round is finished after writing the output values of the invocation of $t_1$ and of the second invocation of $t_2$ to their output ports at time $\tau_2$, and after updating the actuator port $a$ at the same time. The beginning of the next round shows that the input port $i_3$ is loaded with the new value produced by $t_1$.

Mode switches. In order to give an example of mode switching we introduce a second mode $m'$, shown in Figure 8. The main difference between $m$ and $m'$ is that $m'$ replaces the task $t_2$ by a new task $t_3$, which has a frequency $\omega_3$ of 4 in $m'$. Note that $t_3$ has a new output port, $o_6$, but also uses the same output port $o_4$ as $t_2$. Moreover, $t_3$ has a new driver $d_4$, which connects the output port $o_3$ of $t_1$ to the input port $i_6$, the sensor port $s$ to $i_7$, and $o_6$ to $i_8$. The task $t_1$ in mode $m'$ has the same frequency and uses the same driver as in mode $m$. The period of $m'$, which determines the length of each round, is again 10 ms. This means that in mode $m'$, the task $t_1$ is invoked once per round, every 10 ms; the task $t_3$ is invoked 4 times per round, every 2.5 ms; and the actuator $a$ is updated once per round, every 10 ms.
A mode switch describes the transition from one mode to another mode. For this purpose, a mode switch specifies a switch frequency, a target mode, and a driver. Figure 7 shows a mode switch $\eta$ from mode $m$ to target mode $m'$ with the switch frequency $\omega_{\text{switch}} = 2$ and the driver $d_5$. The guard of the driver is called exit condition, as it determines whether or not the switch occurs. The exit condition is evaluated periodically, as specified by the switch frequency. As usual, the switch frequency of 2 means that the exit condition of $d_5$ is evaluated every 5 ms, in the middle and at the end of each round of mode $m$. The exit condition is a boolean-valued condition on sensor ports and the mode ports of $m$. If the exit condition evaluates to true, then a switch to the target mode $m'$ is performed. The mode switch happens by executing the driver $d_5$, which provides values for all mode ports of $m'$; specifically, $d_5$ loads the constant $\kappa$ into $o_1$, the value of $o_5$ into $o_6$, and ensures that $o_2$, $o_3$, and $o_4$ keep their values (this is omitted from Figure 7 to avoid clutter). The explicit mention of the persistence of $o_2$, $o_3$, and $o_4$ is helpful, because like tasks, with a mode switch these ports may physically migrate from one CPU to another CPU, and thus may need to be copied. Like all drivers, mode switches are logically performed in zero time.

Figure 8 shows the time line for the mode switch $\eta$ performed at time $\tau_1$. The program is in mode $m$ until $\tau_1$ and then enters mode $m'$. Note that until time $\tau_1$ the time line corresponds to the time line shown in Figure 7. At time $\tau_1$, first the invocation of task $t_2$ is completed, then the mode driver $d_5$ is executed. This finishes the mode switch. All subsequent actions follow the semantics of the target mode $m'$ independently of whether the program entered $m'$ just now through a mode switch, at 5 ms into a round, or whether it started the current round already in mode $m'$. Specifically, the driver for the invocation of task $t_3$ is executed, still at time $\tau_1$. Note that the output port $o_6$ of $t_3$ has just received the
value of the output port $o_5$ from task $t_2$ by the mode driver $d_5$. At time $\tau_2$, task $t_3$ is invoked a second time, and at time $\tau_3$, the round is finished, because this is the earliest time after the mode switch at which a complete new round of mode $m'$ can begin. Now the input port $i_1$ of task $t_1$ is loaded with the constant $\kappa$ from the mode port $o_1$. In this way, task $t_1$ can detect that a mode switch occurred.

For a mode switch to be legal, the target mode is constrained so that all task invocations that may be logically interrupted by a mode switch can be logically continued in the target mode. In our example, the mode switch $\eta$ can occur at 5 ms into a round of mode $m$, while the task $t_1$ is logically running. Hence the target mode $m'$ must also invoke $t_1$. Moreover, since the period of $m'$ is 10 ms, as for mode $m$, the frequency of $t_1$ in $m'$ must be identical to the frequency of $t_1$ in $m$, namely, 1. If, alternatively, the period of $m'$ were 20 ms, then the frequency of $t_1$ in $m'$ would have to be 2.

3 Formal Definition of Giotto

3.1 Syntax

Rather than specifying a concrete syntax for Giotto, we formally define the components of a Giotto program in a more abstract way. However, Giotto programs can also be written in a C like concrete syntax [HHK01]. A Giotto program consists of the following components:

1. A set of port declarations. A port declaration $(p, \text{Type}, \text{init})$ consists of a port name $p$, a type $\text{Type}$, and an initial value $\text{init} \in \text{Type}$. We require that all port names are uniquely declared; that is, if $(p, \cdot, \cdot)$ and $(p', \cdot, \cdot)$ are distinct port declarations, then $p \neq p'$. The set $\text{Ports}$ of declared port names is partitioned into a set $\text{SensePorts}$ of sensor ports, a set $\text{ActPorts}$ of actuator ports, a set $\text{InPorts}$ of task input ports, a set $\text{OutPorts}$ of task output ports, and a set $\text{PrivPorts}$ of task private ports. Given a port $p \in \text{Ports}$, we use notation such as $\text{Type}[p]$ for the type of $p$, and $\text{init}[p]$ for the initial value of $p$. A valuation for a set $P \subseteq \text{Ports}$ of ports is a function that maps each port $p \in P$ to a value in $\text{Type}[p]$. We write $\text{Vals}[P]$ for the set of valuations for $P$. 

Fig. 9. A mode switch $\eta$ from mode $m$ to mode $m'$
2. A set of task declarations. A task declaration \((t, \text{In}, \text{Out}, \text{Priv}, f)\) consists of a task name \(t\), a set \(\text{In} \subseteq \text{InPorts}\) of input ports, a set \(\text{Out} \subseteq \text{OutPorts}\) of output ports, a set \(\text{Priv} \subseteq \text{PrivPorts}\) of private ports, and a task function \(f: \text{Vals}[\text{In} \cup \text{Priv}] \to \text{Vals}[\text{Out} \cup \text{Priv}]\). If \((t, \text{In}, \text{Out}, \text{Priv}, \cdot)\) and \((t', \text{In}', \text{Out}', \text{Priv}', \cdot)\) are distinct task declarations, then we require that \(t \neq t'\) and \(\text{In} \cap \text{In}' = \text{Priv} \cap \text{Priv}' = \emptyset\). Tasks may share output ports as long as the tasks are not invoked in the same mode; see below. We write \(\text{Tasks}\) for the set of declared task names.

3. A set of driver declarations. A driver declaration \((d, \text{Src}, g, \text{Dst}, h)\) consists of a driver name \(d\), a set \(\text{Src} \subseteq \text{Ports}\) of source ports, a driver guard \(g: \text{Vals}[\text{Src}] \to \mathbb{B}\), a set \(\text{Dst} \subseteq \text{Ports}\) of destination ports, and a driver function \(h: \text{Vals}[\text{Src}] \to \text{Vals}[\text{Dst}]\). When the driver \(d\) is called, the guard \(g\) is evaluated, and if the result is \(\text{true}\), then the function \(h\) is executed. We require that all driver names are uniquely declared, and we write \(\text{Drivers}\) for the set of declared driver names.

4. A set of mode declarations. A mode declaration \((m, \pi, \text{ModePorts}, \text{Invokes}, \text{Updates}, \text{Switches})\) consists of a mode name \(m\), a mode period \(\pi \in \mathbb{Q}\), a set \(\text{ModePorts} \subseteq \text{OutPorts}\) of mode ports, a set \(\text{Invokes}\) of task invocations, a set \(\text{Updates}\) of actuator updates, and a set \(\text{Switches}\) of mode switches. We require that all mode names are uniquely declared, and we write \(\text{Modes}\) for the set of declared mode names.

\[\text{Tasks}, \text{Drivers}, \text{Modes}\]

\[\text{a)}\] Each task invocation \((\omega_{\text{task}}, t, d) \in \text{Invokes}[m]\) consists of a task frequency \(\omega_{\text{task}} \in \mathbb{N}\), a task \(t \in \text{Tasks}\) such that \(\text{Out}[t] \subseteq \text{ModePorts}[m]\), and a task driver \(d \in \text{Drivers}\) such that \(\text{Src}[d] \subseteq \text{ModePorts}[m] \cup \text{SensePorts}\) and \(\text{Dst}[d] = \text{In}[t]\). The invoked task \(t\) only updates mode ports; the task
driver $d$ reads only mode and sensor ports, and updates the input ports of $t$. If $(\cdot,t,\cdot)$ and $(\cdot,t',\cdot)$ are distinct task invocations in $\text{Invokes}[m]$, then we require that $t \neq t'$ and $\text{Out}[t] \cap \text{Out}[t'] = \emptyset$; that is, tasks sharing output ports must not be invoked in the same mode.

b) Each actuator update $(\omega_{\text{act}},d) \in \text{Updates}[m]$ consists of an actuator frequency $\omega_{\text{act}} \in \mathbb{N}$, and an actuator driver $d \in \text{Drivers}$ such that $\text{Src}[d] \subseteq \text{ModePorts}[m]$, and $\text{Dst}[d] \subseteq \text{ActPorts}$. The actuator driver $d$ reads only mode ports, no sensor ports, and updates only actuator ports. If $(\cdot,d)$ and $(\cdot,d')$ are distinct actuator updates in $\text{Updates}[m]$, then we require that $\text{Dst}[d] \cap \text{Dst}[d'] = \emptyset$; that is, in each mode, an actuator can be updated by at most one driver.

c) Each mode switch $(\omega_{\text{switch}},m',d) \in \text{Switches}[m]$ consists of a mode switch frequency $\omega_{\text{switch}} \in \mathbb{N}$, a target mode $m' \in \text{Modes}$, and a mode driver $d \in \text{Drivers}$ such that $\text{Src}[d] \subseteq \text{ModePorts}[m] \cup \text{SensePorts}$, and $\text{Dst}[d] = \text{ModePorts}[m']$. The mode driver $d$ reads only mode and sensor ports, and updates the mode ports of the target mode $m'$. If $(\cdot,\cdot,d)$ and $(\cdot,\cdot,d')$ are distinct mode switches in $\text{Switches}[m]$, then we require that for all valuations $v \in \text{Vals}[\text{Ports}]$ either $g[d](v) = \text{false}$ or $g[d'](v) = \text{false}$. It follows that all mode switches are deterministic.

5. A start mode $\begin{array}{c}
\text{start}\n\end{array}$ in $\text{Modes}$.

The program is well-timed if for all modes $m \in \text{Modes}$, all task invocations $(\omega_{\text{task}},t,\cdot) \in \text{Invokes}[m]$, and all mode switches $(\omega_{\text{switch}},m',\cdot) \in \text{Switches}[m]$, if $\omega_{\text{task}}/\omega_{\text{switch}} \notin \mathbb{N}$, then there exists a task invocation $(\omega'_{\text{task}},t,\cdot) \in \text{Invokes}[m']$ with $\pi[m]/\omega_{\text{task}} = \pi[m']/\omega'_{\text{task}}$. The well-timedness condition ensures that mode switches do not terminate tasks: if a mode switch occurs when a task may not be completed, then the same task must be present also in the target mode.

3.2 Operational Semantics

The mode frequencies of a mode $m \in \text{Modes}$ include (i) the task frequencies $\omega_{\text{task}}$ for all task invocations $(\omega_{\text{task}},\cdot,\cdot) \in \text{Invokes}[m]$, (ii) the actuator frequencies $\omega_{\text{act}}$ for all actuator updates $(\omega_{\text{act}},\cdot) \in \text{Updates}[m]$, and (iii) the mode switch frequencies $\omega_{\text{switch}}$ for all mode switches $(\omega_{\text{switch}},\cdot,\cdot) \in \text{Switches}[m]$. The least common multiple of the mode frequencies of $m$ is called the number of units of the mode $m$, and is denoted $\omega_{\text{max}}[m]$. A program configuration $C = (\tau,m,u,v,\sigma_{\text{active}})$ consists of a time stamp $\tau \in \mathbb{Q}$, a mode $m \in \text{Modes}$, an integer $u \in \{0,\ldots,\omega_{\text{max}}[m] - 1\}$ called the unit counter, a valuation $v \in \text{Vals}[\text{Ports}]$ for all ports, and a set $\sigma_{\text{active}} \subseteq \text{Tasks}$ of active tasks. The set $\sigma_{\text{active}} \subseteq \text{Tasks}$ contains all tasks that are logically running, whether or not they are physically running by expending CPU time.

A program configuration is updated essentially as follows: first, some tasks are completed (i.e., removed from the active set); second, some actuators are updated; third, a mode switch may occur; fourth, some new tasks are activated. We therefore need the following definitions:
A task invocation \((\omega_{\text{task}}, t, \cdot)\) ∈ \text{Invokes}[m] is completed at configuration \(C\) if 
\(t \in \sigma_{\text{active}}\) and \(u \cdot \omega_{\text{task}}/\omega_{\max}[m] \in \mathbb{N}\).

An actuator update \((\omega_{\text{act}}, d)\) ∈ \text{Updates}[m] is enabled at configuration \(C\) if
\(u \cdot \omega_{\text{act}}/\omega_{\max}[m] \in \mathbb{N}\) and \(g[d](v) = \text{true}\).

A mode switch \((\omega_{\text{switch}}, \cdot, d)\) ∈ \text{Switches}[m] is enabled at configuration \(C\) if
\(u \cdot \omega_{\text{switch}}/\omega_{\max}[m] \in \mathbb{N}\) and \(g[d](v) = \text{true}\).

A task invocation \((\omega_{\text{task}}, \cdot, d)\) ∈ \text{Invokes}[m] is enabled at configuration \(C\) if
\(u \cdot \omega_{\text{task}}/\omega_{\max}[m] \in \mathbb{N}\) and \(g[d](v) = \text{true}\).

For a program configuration \(C\) and a set \(P \subseteq \text{Ports}\), we write \(C[P]\) for the valuation in \(\text{Vals}[P]\) that agrees with \(C\) on the values of all ports in \(P\). The program configuration \(C_{\text{suc}}\) is a successor configuration of \(C = (\tau, m, u, v, \sigma_{\text{active}})\) if \(C_{\text{suc}}\) results from \(C\) by the following nine steps. These are the steps a Giotto program performs whenever it is invoked, initially at time \(\tau = 0\) with \(u = 0\) and \(\sigma_{\text{active}} = \emptyset\):

1. **[Task output and private ports.]** Let \(\sigma_{\text{completed}}\) be the set of tasks \(t\) such that a task invocation of the form \((\cdot, t, \cdot)\) ∈ \text{Invokes}[m] is completed at configuration \(C\). Consider a port \(p \in \text{OutPorts} \cup \text{PrivPorts}\). If \(p \in \text{Out}[t] \cup \text{Priv}[t]\) for some task \(t \in \sigma_{\text{completed}}\), then define \(v_{\text{task}}(p) = f[t](C[\text{In}[t] \cup \text{Priv}[t]])(p)\); otherwise, define \(v_{\text{task}}(p) = v(p)\). This gives the new values of all task output and private ports. Note that ports are persistent in the sense that they keep their values unless they are modified. Let \(C_{\text{task}}\) be the configuration that agrees with \(v_{\text{task}}\) on the values of \(\text{OutPorts} \cup \text{PrivPorts}\), and otherwise agrees with \(C\).

2. **[Actuator ports.]** Consider a port \(p \in \text{ActPorts}\). If \(p \in \text{Dst}[d]\) for some actuator update \((\cdot, d)\) ∈ \text{Updates}[m] that is enabled at configuration \(C_{\text{task}}\), then define \(v_{\text{act}}(p) = h[d](C_{\text{task}}[\text{Src}[d]])(p)\); otherwise, define \(v_{\text{act}}(p) = v(p)\). This gives the new values of all actuator ports. Let \(C_{\text{act}}\) be the configuration that agrees with \(v_{\text{act}}\) on the values of \(\text{ActPorts}\), and otherwise agrees with \(C_{\text{task}}\).

3. **[Sensor ports.]** Consider a port \(p \in \text{SensePorts}\). Let \(v_{\text{sense}}(p)\) be any value in \(\text{Type}[p]\); that is, sensor ports change nondeterministically. This is not done by the Giotto program, but by the environment. All other parts of a configuration are updated deterministically, by the Giotto program. Let \(C_{\text{sense}}\) be the configuration that agrees with \(v_{\text{sense}}\) on the values of \(\text{SensePorts}\), and otherwise agrees with \(C_{\text{act}}\).

4. **[Target mode.]** If a mode switch \((\cdot, m_{\text{target}}, \cdot)\) ∈ \text{Switches}[m] is enabled at configuration \(C_{\text{sense}}\), then define \(m' = m_{\text{target}}\); otherwise, define \(m' = m\). This determines if there is a mode switch. Recall that at most one mode switch can be enabled at any configuration. Let \(C_{\text{target}}\) be the configuration with mode \(m'\) that otherwise agrees with \(C_{\text{sense}}\).

5. **[Mode ports.]** Consider a port \(p \in \text{OutPorts}\). If \(p \in \text{Dst}[d]\) for some mode switch \((\cdot, \cdot, d)\) ∈ \text{Switches}[m] that is enabled at configuration \(C_{\text{sense}}\), then define \(v_{\text{mode}}(p) = h[d](C_{\text{target}}[\text{Src}[d]])(p)\); otherwise, we define \(v_{\text{mode}}(p) = C_{\text{target}}[\text{OutPorts}](p)\). This gives the new values of all mode ports of the target mode. Note that mode switching updates also the output ports of all tasks \(t\) that are logically running. This does not affect the execution of \(t\). When
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6. [Unit counter.] If no mode switch in Switches[m] is enabled at config-
uration C_sense, then define \( u' = (u + 1) \mod \omega_{\max}[m] \). Otherwise, sup-
pose that a mode switch is enabled at configuration \( C_{\text{sense}} \) to the target
mode \( m' \). Let \( \sigma_{\text{running}} = \sigma_{\text{active}} \setminus \sigma_{\text{completed}} \). If \( \sigma_{\text{running}} = \emptyset \), then define
\( u' = 1 \). Otherwise, let \( u_{\text{complete}} \) be the least multiple of the set
\( \{ \omega_{\max}[m]/\omega_{\text{task}} | (\omega_{\text{task}}, t, t') \in \text{invo}kes[m] \text{ for some } t \in \sigma_{\text{running}} \} \); this is the
least number of units of \( m \) at which all running tasks complete simulta-
neously. Let \( u_{\text{actual}} \) be the latest multiple of \( u_{\text{complete}} \) such that \( u_{\text{actual}} \geq u \); this
is the earliest unit number after \( u \) at which all running tasks complete simulta-
neously. Let \( \delta = (\pi[m]/\omega_{\max}[m]) \cdot (u_{\text{actual}} - u) \); this is the duration until
the next simultaneous completion point. Let \( u_{\text{togo}} = (\omega_{\max}[m']/\pi[m']) \cdot \delta \);
this is the number of units of the target mode \( m' \) until the next simultaneous
completion point. Finally, define \( u' = (1 - u_{\text{togo}}) \mod \omega_{\max}[m'] \); this is the
unit number in mode \( m' \) with \( u_{\text{togo}} - 1 \) units to go until the last simultaneous
completion point in a round of mode \( m' \). Thus a mode switch always jumps
as close as possible to the end of a round of the target mode. Let \( C_{\text{unit}} \) be
the configuration with the unit counter \( u' \) that otherwise agrees with \( C_{\text{mode}} \).

7. [Task input ports.] Consider a port \( p \in \text{InPorts} \). If \( p \in \text{Dst}[d] \) for some
task invocation \( (\cdot, \cdot, d) \in \text{invo}kes[m'] \) that is enabled at configuration \( C_{\text{unit}} \),
then define \( v_{\text{input}}(p) = h[d](C_{\text{unit}}[\text{Src}[d]])(p) \); otherwise, define \( v_{\text{input}}(p) = v(p) \). This gives the new values of all task input ports. Let \( C_{\text{input}} \) be the
configuration that agrees with \( v_{\text{input}} \) on the values of \( \text{InPorts} \), and otherwise
agrees with \( C_{\text{unit}} \).

8. [Active tasks.] Let \( \sigma_{\text{enabled}} \) be the set of tasks \( t \) such that a task invocation
of the form \( (\cdot, t, \cdot) \in \text{invo}kes[m'] \) is enabled at configuration \( C_{\text{input}} \). The new
set of active tasks is \( \sigma_{\text{active}}' = (\sigma_{\text{active}} \setminus \sigma_{\text{completed}}) \cup \sigma_{\text{enabled}} \). Let \( C_{\text{active}} \) be
the configuration with the set \( \sigma_{\text{active}}' \) of active tasks that otherwise agrees
with \( C_{\text{input}} \).

9. [Time stamp.] The next time instant at which the Giotto program is in-
voked is \( \tau' = \tau + \pi[m']/\omega_{\max}[m'] \). An implementation may use a timer
interrupt set to \( \tau' \). Let \( C_{\text{succ}} \) be the configuration with the time stamp \( \tau' \)
that otherwise agrees with \( C_{\text{active}} \).

An execution of a Giotto program is an infinite sequence \( C_0, C_1, C_2, \ldots \) of pro-
gram configurations \( C_i \) such that (i) \( C_0 = (0, \text{start}, 0, v, \emptyset) \) with \( v(p) = \text{init}[p] \)
for all ports \( p \in \text{Ports} \), and (ii) \( C_{i+1} \) is a successor configuration of \( C_i \) for all \( i \geq 0 \).
Note that there can be a mode switch at time 0, but there can never be two
mode switches in a row without any time passing.

4 Annotated Giotto

A Giotto program can in principle be run on a single sufficiently fast CPU,
independent of the number of modes and tasks. However, taking into account
performance constraints, the timing requirements of a program may or may not be achievable on a single CPU. Additionally, a particular application may require that tasks be located in specific places, e.g., close to the physical processes that the tasks control, or on processors particularly suited for the operations of the tasks. Lastly, in order to achieve fault tolerance, redundant, isolated CPUs may be desirable. For these reasons, it may be necessary to distribute the work of a Giotto program between multiple CPUs. In order to aid the compilation on distributed, possibly heterogeneous, platforms, we allow the annotation of Giotto programs with platform constraints. While pure Giotto is platform-independent, annotated Giotto contains directives for mapping and scheduling a program on a particular platform. An annotated Giotto program is a formal refinement of a pure Giotto program in the sense that the logical semantics of the pure Giotto program, as defined in Section 3.2, is preserved.

Annotated Giotto consists of multiple annotation levels. Conceptually, annotations at the higher levels occur prior to annotations at the lower levels. This structured approach has several advantages. First, it permits the incremental refinement of a pure Giotto program into an executable image. Specifically, it allows a modular architecture for the Giotto compiler, with separate modules for mapping and scheduling. Second, it enables the generation of formal models at all annotation levels. These models can be checked for consistency with the annotations at the higher levels [VB93], in particular, for consistency with the pure Giotto semantics.

Formally, a hardware configuration consists of a set of hosts and a set of networks. A host is a CPU that can execute Giotto tasks. A network connects two or more hosts and can transport values. The passing of a value from one port to another (e.g., from a sensor port or a task output port to a task input port) is called a connection. Annotated Giotto consists of the following three levels of annotations:

**Giotto-H** (H for “hardware”) specifies a set of hosts, a set of networks, and worst-case execution time information. The WCET information includes the time needed to execute tasks on hosts, and the time needed to transfer connections on networks.

**Giotto-HM** (M for “map”) specifies, in addition, an assignment of task invocations to hosts, and an assignment of connections to networks. The same task, when invoked in different modes, may be assigned to different hosts. The mapping of a task invocation also determines the physical location of the task output ports.

**Giotto-HMS** (S for “schedule”) specifies, in addition, scheduling information for each host and network. For example, every task invocation may be assigned a priority, and every connection may be assigned a time slot.

An annotation is complete if it fully determines all assignments at its annotation level, and is partial otherwise. In particular, a complete HM annotation maps every task invocation to a host, and maps every connection to a network. The information that a complete Giotto-HMS program needs to specify may vary depending on the scheduling strategy of the RTOS on the hosts, and on the
communication protocols on the networks. For instance, a Giotto-HMS program may specify priorities for task invocations, relative deadlines, or time slots, depending on whether the underlying RTOS uses a priority-driven, deadline-driven, or time-triggered scheduling strategy.

An annotated Giotto program may be overconstrained, in that it does not permit any execution that is consistent with the annotations. An annotated Giotto program is valid if (i) it is not overconstrained, and (ii) it is consistent with the semantics of the underlying pure Giotto program. A Giotto compiler takes a partially annotated program and can have one of three outcomes: either it determines that the input program is not valid, or it produces a completely annotated, valid HMS refinement (which can then be turned into executable code), or it gives up and asks for more annotations from the programmer. For answering the validity question, a Giotto compiler can generate a formal model on each annotation level. For example, the constraints imposed by a Giotto-HM program can be expressed as a graph of conditional process graphs \cite{EKP+98}, one for each mode, which can be checked for validity. A completely annotated Giotto-HMS program, provided it is not overconstrained, specifies a unique behavior of all hosts and networks for every given real-time trace of sensor valuations. These behaviors can be checked for conformance against the higher-level graph model to guarantee Giotto semantics. Given a partially annotated Giotto program, a compiler can generate the missing HMS-annotations based on holistic schedulability analysis for distributed real-time systems that use time-triggered communication protocols \cite{TC94}. Such a compiler can be evaluated along several dimensions: (i) how many annotations it requires to generate valid code, and (ii) what the cost is of the generated code. For instance, a compiler can use a cost function that minimizes jitter of the actuator updates.

5 Discussion

While many of the individual elements of Giotto are derived from the literature, we believe that the study of strictly time-triggered task invocation together with strictly time-triggered mode switching as a possible organizing principle for abstract, platform-independent real-time programming is an important, novel step towards separating reactivity, i.e., functionality and timing requirements, from schedulability, i.e., scheduling guarantees on computation and communication. Giotto decomposes the development process of embedded control software into high-level real-time programming of reactivity and low-level real-time scheduling of computation and communication. Programming in Giotto is real-time programming in terms of the requirements of control designs, i.e., their reactivity, not their schedulability.

The strict separation of reactivity from schedulability is achieved in Giotto through time- and value-determinism: given a real-time trace of sensor valuations, the corresponding real-time trace of actuator valuations produced by a Giotto program is uniquely determined. The separation of reactivity from schedulability has at least two important ramifications. First, reactive (i.e., func-
tional and timing) properties of a Giotto program may be subject to formal verification against a mathematical model of the control design [Hen00]. Second, Giotto is compatible with any scheduling algorithm, which therefore becomes a parameter of the Giotto compiler. There are essentially two reasons why even the best Giotto compiler may fail to generate an executable: (i) not enough platform utilization, or (ii) not enough platform performance. Then, independently of the program’s reactivity, utilization can be improved by a better scheduling module, while performance can be improved by faster hardware or leaner software that implements the actual functionality (i.e., the individual tasks) more efficiently.

5.1 Related Work

Giotto is inspired by the time-triggered architecture (TTA) [Kop97], which first realized the time-triggered paradigm for meeting hard real-time constraints in safety-critical distributed settings. However, while the TTA encompasses a hardware architecture and communication protocols, Giotto provides a hardware-independent and protocol-independent abstract programmer’s model for time-triggered applications. Giotto can be implemented on any platform that provides sufficiently accurate clock primitives or supports a clock synchronization scheme. The TTA is thus a natural platform for Giotto programs.

Giotto is similar to architecture description languages (ADLs) [Cle96]. Like Giotto, ADLs shift the programmer’s perspective from small-grained features such as lines of code to large-grained features such as tasks, modes, and inter-component communication, and they allow the compilation of scheduling code to connect tasks written in conventional programming languages. The design methodology [KZF+91] for the MARS system, a predecessor of the TTA, distinguishes in a similar way programming-in-the-large and programming-in-the-small. The inter-task communication semantics of Giotto is particularly similar to the MetaH language [Ves97], which is designed for real-time, distributed avionic applications. MetaH supports periodic real-time tasks, multi-modal control, and distributed implementations. Giotto can be viewed as capturing the time-triggered fragment of MetaH in an abstract and formal way. In particular, unlike MetaH, Giotto specifies not only inter-task communication but also mode switches in a time-triggered fashion, and it does not constrain the implementation to a particular scheduling scheme.

The goal of Giotto —to provide a platform-independent programming abstraction for real-time systems— is shared also by the synchronous reactive programming languages [Hal98], such as Esterel [Ber00], Lustre [HCRP91], or Signal [BGJ91]. While the synchronous reactive languages are designed around zero-delay value propagation, Giotto is based on the formally weaker notion of unit-delay value propagation, because in Giotto, scheduled computation (i.e., the execution of tasks) takes time, and synchronous computation (i.e., the execution of drivers) consists only of independent, non-interacting processes. This decision shifts the focus and the level of abstraction in essential ways. In particular, for analysis and compilation, the burden for the well-definedness of values is shifted from logical fixed-point considerations to physical constraints about
platform resources and performance (in Giotto all values are, logically, always well-defined). Thus, Giotto can be seen as identifying a class of synchronous reactive programs that support (i) typical real-time control applications as well as (ii) efficient schedule synthesis and code generation.

5.2 Giotto Implementations

We briefly review the existing Giotto implementations. The first implementation of Giotto was a simplified Giotto run-time system on a distributed platform of Lego Mindstorm robots. The robots use infrared transceivers for communication. Then we implemented a full Giotto run-time system on a distributed platform of Intel x86 robots running the real-time operating system VxWorks. The robots use wireless Ethernet for communication. We also implemented a Giotto program running on five robots, three Lego Mindstorms and two x86-based robots, to demonstrate Giotto’s applicability for heterogeneous platforms. The communication between the Mindstorms and the x86 robots is done by an infrared-Ethernet bridge implemented on a PC. For an informal discussion of this implementation, and embedded control systems development with Giotto in general, we refer to the earlier report [HHK01].

In collaboration with Marco Sanvido and Walter Schaufelberger at ETH Zürich, we have been working on a high-performance implementation of a Giotto run-time system on a single-processor platform that controls an autonomously flying model helicopter [San99]. The implementation language is a subset of Oberon for embedded real-time systems [Wir99]. The existing helicopter control software has been reimplemented as a combination of a Giotto program and Oberon code that implements the controller tasks. We have implemented a Giotto compiler that generates, from such a Giotto program, the Giotto executable as Oberon code. The executable uses the Giotto run-time system on the helicopter to control the hard real-time scheduling of the navigation and controller software. We have also been working on an implementation of a virtual hard real-time scheduling machine [Kirt01], as an alternative to the Giotto run-time system on the helicopter. The Giotto compiler can generate machine code of the virtual machine instead of Giotto executables in Oberon. This approach has two advantages: (i) code generation is more flexible, because the virtual machine semantics is finer-grained than the API of the Giotto run-time system, and (ii) increased portability of the generated code.
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“If thought corrupts language, language can also corrupt thought.”
George Orwell, Politics and the English Language

1 Introduction

An important challenge facing functional programming is the successful application of its principles to the domain of real-time software. Examples of real-time software include controllers in audio systems, video cameras, video games, imaging and data acquisition systems, and telecommunications hardware. The significance of this challenge is two fold: First, real-time applications are constantly growing in complexity, and society is growing more dependent on their correctness. Second, real-time applications possess characteristics that have been traditionally considered outside the scope of functional programming languages. For example, real-time systems are often required to be:

- **Responsive, reactive, or live:** a response must be made to every input.
- **Resource-bounded:** responses must happen in a limited amount of time, using limited hardware.
- **Concurrent:** components may run in parallel and manipulate shared data.
- **Networked or distributed:** communication between components of the system may involve time delays or loss of information.

The purpose of this paper is to illustrate how many fundamental aspects of functional programming are highly relevant not only to programming but also
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to understanding real-time systems. Following on a long tradition of mathematical modeling using functions [3, 22, 38, 89, 96], we summarize the key benefits of functional programming. In doing so, we put into context many on-going efforts both in and outside the area of functional programming to address issues that are specific to the real-time domain.

1.1 Audience and Organization of This Paper

The classic paper by Hughes presents excellent motivation for general purpose functional programming [48]. The present paper is aimed at a reader interested in using functional programming for real-time applications. We assume the reader has a background in discrete mathematics, a few years experience with programming in a mainstream language, and an informal familiarity with basic programming language concepts. We focus on:

- Programming by writing and composing functions (Section 2),
- Understanding of the notion of types and type systems (Section 3),
- Using higher-order functions (Section 4), and
- Appreciating the presence of a wealth of formal semantics treatments for various aspects of functional languages (Section 5).

2 The Big Deal about Functions

What sets functions apart from arbitrary relations is two simple properties: for two given sets $A$ and $B$, a relation $f \subseteq A \times B$ is a function (written $f : A \rightarrow B$) if and only if it satisfies:

- Totality: for every $a \in A$, there exists an element $b \in B$ such that $(a, b) \in f$, and
- Uniqueness: for any $a \in A$ and $b, b' \in B$, if $(a, b) \in f$ and $(a, b') \in f$, then $b = b'$. We write $f(a)$ to denote this unique element $b$.

A relation that satisfies only uniqueness is called a partial function.

A framework that allows us to model programs as functions (from input to output) has a natural appeal in the context of real-time systems, where each of these properties is desirable: Totality means that the program will always respond to its input, and uniqueness means that the program will return the same result whenever it is subjected to the same input. While it may be hard to see how this simple intuition scales to more complex settings, a key quality of functions is that they compose naturally and without surprising interactions.

In this section we begin with a brief review of the state of the art both in functional programming languages and programming languages for real-time applications. We then proceed to illustrate how a “language of functions” can be an expressive tool for the specifying real-time computational models.
2.1 State of the Art

A wide variety of functional programming languages are available today, including Scheme [86], SML [60], Haskell [78], and OCaml [60]. But none of these provides full support for programming with functions in the sense described above, for two reasons. First, all of them permit the definition of partial functions, thus leading to potentially non-terminating computations. Second, except for Haskell, none of these languages are “purely” functional: that is, they allow the expression of imperative programs that violate the uniqueness property. For example, while Scheme is a highly expressive and versatile programming language, historically its main goal was list and symbolic processing, and not so much programming with functions. Scheme is not statically-typed and can express “impure functions” that depend implicitly on interactions with both machine state and the real world. ML and OCaml are typed functional languages, but still permit partial and imperative computations.

Of these popular languages, Haskell comes closest to being “purely” functional, in that both local state and interactions with the real world are modeled without side-effects. Such interactions are also typed explicitly (see the discussion of monads below), ensuring that the type still reflects these interactive properties. At the same time, Haskell provides special syntax for “imperative” features. Although this paper presents most concepts in generic mathematical notation, it is fairly straightforward to encode our equations in Haskell.

There are frameworks that fully support programming with functions. Important examples of such systems are Elementary Strong Functional Programming (ESFP) [94], Nuprl [2], Martin-Löf’s Type Theory [74], the Calculus of Constructions [21, 28, 73], Charity [19, 20], LEGO [61], and Twelf [80]. These languages are still not in the mainstream, but we predict that they will grow in popularity in the coming years.

Functional Programming for Real-time Applications. While many languages developed for the real-time domain are “imperative” (such as Esterel [9] and Statecharts [37]), a number of these languages are expressly functional, including Lustre [15], synchronous Kahn networks [16], SAFL [70] and FRP [30, 39]. But essentially all the “imperative” ones are deterministic (thus satisfying uniqueness) and terminating (thus satisfying totality), and so it is reasonable to classify them as functional. This statement is less surprising when we note that Haskell also supports and encourages the imperative style, as long as side-effects are properly encapsulated.

To guarantee termination, most real-time languages disallow general recursion. Synchronous Kahn networks were developed as an extension to Lustre that provides recursion and higher-order programming, but termination is sacrificed for this expressivity. Implementations of Lustre also have a macro-like

---

1 Esterel first translates programs into circuits (or state machines), then these circuits are analysed to ensure determinism.
facility that supports recursion, but runs the risk of causing the compiler to diverge. FRP is embedded in Haskell \cite{46,31,47} and so inherits recursion and non-termination. RT-FRP \cite{100} is a subset of FRP that guarantees resource-bounded program execution: every interactive RT-FRP computation terminates. Using a special type system, RT-FRP still allows two forms of recursion similar in spirit to the idea of tail-recursion \cite{86}. Because RT-FRP is a closed language \cite{56}, it is possible to guarantee that no partiality is accidentally introduced.

2.2 Functions as a Tool for Analysis and Modeling of Computation

If we temporarily abstract away from issues of performance, practically all interesting features of program behavior can be specified precisely using functions. This means that we can easily simulate or prototype most interesting computational phenomena in a functional language. We believe that this has tremendous conceptual benefits, and that, in the long term, will have the same impact on software engineering processes. In what follows, we give a brief description of such computational phenomena, and review how they can be described in a purely functional manner.

Input/Output, Uniqueness, and Interaction. A function cannot implicitly interact with an “outside world” during the course of its computation. If it did, then it is very possible that each time it is applied to a value it would produce a different output. In other words, this computation would not have the uniqueness property.

A simple approach to modeling such computations is to view them as a chain of functions that determine successive interactions with the outside world. Given two types input and output, a recursive type equation can be written to describe such a computation as follows:

\[ \text{computation} \equiv \text{input} \to (\text{output} \times \text{computation}) . \]

This equation says that a computation is a function which takes an input and returns a pair. The pair consists of both the output of the first computation and the computation that should be carried out on the next input. As such the type computation models a strictly infinite sequence of interactions with the outside world (as long as the outside world is providing an input). This model of computations is well-suited for reactive and interactive systems.

A number of reactive languages, such as Lava \cite{18}, Hawk \cite{62}, and FRP \cite{46}, have used streams to implement the idea presented above. Streams are infinite datastructures which can be easily defined in a lazy language. However, most of these systems have been developed as languages embedded into Haskell. RT-FRP implements the same model, but as a closed language, which makes it more suitable for direct use in a real-time setting.

Runtime Errors and Partiality. A common challenge that one encounters when trying to model various features of computation as functions is dealing with partiality. For example, consider the following definition:
When \( x = 0 \), \( f(x) \) is not defined. Definitions similar to the one above are allowed in most programming languages, even statically-typed ones that “guarantee that runtime errors do not occur.” This is not a flaw with these languages, because what they do guarantee is the preclusion of a \textit{specific} class of runtime errors, not all [13,14]. Whenever we start with primitives such as division that can themselves generate runtime errors, those errors are generally ignored by type systems. However, in the design of real-time systems where raising errors is simply not acceptable, such primitives become a concern.

It is possible to prevent errors by replacing the faulty set of primitives by a modified set. For example, we can define a new division function:

\[
x//y \triangleq \text{if } y = 0 \text{ then } 0 \text{ else } x/y.
\]

A more elegant way to dealing with partiality is to introduce a distinguished value \( \bot \) (read “bottom”) to be returned in the case of an error. To introduce such a value in a type-sound manner, we use a \textit{lifting} type constructor \( \bot \) defined as follows:

\[
\alpha\bot ::= \bot | \alpha\bot.
\]

Intuitively, this specification can be read as a parameterized BNF definition. The variable \( \alpha \) on the left-hand side is a type variable that can be instantiated to a specific type, and on the right-hand side denotes a term of that type. The first variant in this definition tells us that \( \bot \) has type \( \alpha\bot \) for any type \( \alpha \). The second variant tells us that a term \( e\bot \) has type \( \alpha\bot \) whenever \( e \) is a term of type \( \alpha \). The type constructor \( \alpha\bot \) is a standard concept that allows us to say that we may or may not get a value as a result, and hence is useful for modeling partiality\(^2\).

Now we can redefine our division function as:

\[
x//y \triangleq \text{if } y = 0 \text{ then } \bot \text{ else } (x/y)\bot
\]

All we need to do is to check that the result of this operation is not \( \bot \) before we continue on to other computations.

\textbf{Infinite Loops}. In any Turing-complete language, it is well known that one can write programs that run forever without returning a result. This means that we cannot directly treat arbitrary programs as functions. But we can still provide functional models of such programs. In fact, we can do this using a combination of the two techniques just introduced. We use a \textit{sum} type constructor \( \bot + \bot \) that takes two type parameters, and is defined as follows:

\[
\alpha + \beta ::= \text{Alpha } \alpha | \text{Beta } \beta.
\]

\(^2\) In implementations of typed functional programming languages \( \alpha\bot \) is known as either a “maybe” or an “option” type.
This new constructor allows us to package up values of two different types $\alpha$ and $\beta$ in one common type $\alpha + \beta$, and still retain the ability to recover the original values. For any term $e$ of some type $\alpha$, the term $\text{Alpha } e$ has type $\alpha + \beta$, for any type $\beta$. The $\text{Beta}$ variant lets us do things the other way around. Now, we can define a new kind of computation as:

$$\text{computation} \iff \text{input} \to \text{initialized-computation}$$

$$\text{initialized-computation} \iff \text{output} + \text{initialized-computation}$$

Such a computation takes an input and returns an initialized computation. An initialized computation is either an output, in which case we are done, or another initialized computation. In the second case, we have “try again.” Intuitively, this model is similar to observing a Turing machine as it performs a step of a program. If a program is finished, it generates an output. If not, we get back a machine that has been advanced by one step, and then we can try again.

Note that this model of computation is, at least intuitively, a special case of the model for interaction presented above. This idea has been used to provide a form of recursion suitable for real-time applications in RT-FRP.

**Concurrency, Randomness, Non-determinism, and Sets.** Possibly the biggest conceptual challenge to programming with functions is *non-determinism*. Applications that try to take advantage of either concurrency or randomness often end up having to deal with non-determinism in one form or another. A basic approach to modeling non-determinism in the functional setting is to use of sets. But a naive account of sets can itself get in the way of programming functionally. For example, the order of elements in a set is generally considered irrelevant. If our language provides any mechanism for turning an arbitrary set into an ordered data structure, such as a list, then the language is forcing us to make one of two choices: either the order of elements has to be fixed using some mechanism (which would weaken our ability to model non-determinism accurately), or the mechanism for turning sets into lists would itself be non-deterministic (in which case we would lose the uniqueness property of the language).

A simple approach to soundly modeling a set is by its characteristic function:

$$\text{set}(\alpha) \iff \alpha \to \text{bool}$$

For example, a specific set of integers can be represented by a characteristic function of type $\text{int} \to \text{bool}$. With this representation, it is easy to define basic set-theoretic functions, such as union, intersection, complement, and membership. Slightly richer models allow us to define other operations on sets, such as size. A large body of techniques exist for the specification of functional data structures that have very reasonable performance characteristics.

To model concurrent/distributed computation, we must consider the effect of running two or more interactive computations simultaneously. The model
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3 As such, sums provide a kind of overloading.
would have to explicitly construct the set of all possible interactions between these computations. Although reasoning about such a model is not easier than about any non-deterministic computation, using function can help us identify the sources of complexity.

**Stateful Computation.** Pure functions do not have “memory.” So, no matter what a function has been applied to before, it will always return the same result for the same input. How can we write a program that reads a sequence of numbers, and continually prints the sum of the numbers up to this point? The essential idea is to explicitly pass around the relevant state. In fact, the interactive model that we presented earlier is also suitable for realizing this idea. That is, a computation of type:

\[
\text{computation} \rightleftharpoons \text{int} \rightarrow (\text{int} \times \text{computation})
\]

can be a function that takes an input and returns the current sum as output together with a computation that continues this process indefinitely. This idea is exploited in RT-FRP, for example, to realize operations like integration.

### 3 Types and Type Systems

In addition to their “traditional role” in programming, types have an important role in the classification of models and data structures. We begin this section by first presenting a possible application of types as a tool for classifying models of computation for real-time applications, and then move on to discuss their newly emerging role as a tool for making assertions about performance.

#### 3.1 Types as a Tool for Classifying Models of Computation

Model theory was developed partly as a tool for the classification of various mathematical structures [42]. Types can do the same for models of computation.

In general, we can think of a reactive system as a map \( H \) that takes an input \( X \) from the environment and returns an output \( Y \), that is,

\[
Y = H(X).
\]

The accuracy, tractability, and overall appropriateness of a particular model depends on the specifics of each of these variables. A particularly important aspect of these models is the treatment of time (or “the clock”), which can be treated very concretely as a real number (\( \mathbb{R} \)), more abstractly as a natural number (\( \mathbb{N} \)), or even more abstractly as a partial order [57]. In what follows we briefly demonstrate how types can capture many of the key characteristics of some common models for reactive systems [53].
Continuous/Differential Model. The finest scale which we can use to model the physical world (in the Newtonian sense) is achieved by using a time-line of reals, and measuring features of the world as real numbers. We can also assume that we can respond to these measurements in any manner, as long as it is causal. Mathematically, our model would be:

\[ Y(t) = H(X|_{[0,t]}, t) \quad \text{and} \quad X : \mathbb{R} \to \mathbb{R}^i, \]

\[ Y : \mathbb{R} \to \mathbb{R}^o, \]

where \( i \) and \( o \) are natural numbers corresponding to the number of inputs and outputs to the system, and \( \mathbb{R}^j \) is the Cartesian product of \( \mathbb{R} \) repeated \( j \) times. The restriction \( |_{[0,t]} \) on the domain of \( X \) captures the standard constraint that \( H \) is causal. Finding solutions to such equations where \( H \) is unconstrained, however, would be extremely hard. More often we restrict our model to be one where \( H \) is a tractable transformation on reals. For example, we may restrict ourselves to ordinary differential equations. In this case, \( H \) can be a polynomial of integro-differential operators on the inputs \( X \). While this model is still extremely accurate for many applications, it ignores the digital aspect of the machinery that is typically used to implement such computations.

Discrete/Difference Model. A more tractable model is the discrete/difference-equation model. In a formal sense, this model is an approximation of the one presented above. It can be described as follows:

\[ Y(n) = H(X|_{0..n}, n) \quad \text{and} \quad X : \mathbb{N} \to \mathbb{R}^i, \]

\[ Y : \mathbb{N} \to \mathbb{R}^o. \]

In this case, \( H \) is typically a polynomial of values of \( X \) at times \( 0..n \).

Synchronous/Reactive Model. Several real-time programming languages are built upon the notion of synchronous computation. In the literature, the word “synchrony” has two meanings, corresponding to two important properties of synchronous languages [7]: first, it implies the ability to share a common time scale (that is, the logic time does not advance until all computations in the current “step” have been completed); second, the elements of the streams are to be consumed as soon as produced, making it possible to allocate only one cell for one stream. The first part of this definition is already present in the discrete model. The second is a performance issue, which is determined by the primitives that we are allowed to use in combining signals. A key change in the model, in our view, is that it becomes possible to use conditionals and partial functions on signals. From this point of view, it is only a minor variation on the model above:

\[ Y(0) = Y_0 \]

\[ Y(n + 1) = H(X|_{n+1}, Y|_{n}) \quad \text{and} \quad X : \mathbb{N} \to (\mathbb{R}_\perp)^i, \]

\[ Y : \mathbb{N} \to (\mathbb{R}_\perp)^o. \]

where \( Y_0 \) is some initial state. An important change here is that the memory of the system is restricted to a fixed size (width of \( Y \)). With the constant developments of exact-arithmetic methods [29], this model can be realized quite effectively.
**Finite State Machine Model.** Reals can in general require an arbitrary amount of space to represent. This makes analyzing space requirements non-trivial, and makes another highly tractable model very attractive: finite state machines. This model can be described as follows:

\[
Y(0) = Y_0 \\
Y(n + 1) = H(X|_{n+1}, Y|_n) \quad \text{and} \quad X : \mathbb{N} \to \text{one-bit-input}^i, \quad Y : \mathbb{N} \to \text{one-bit-state}^o,
\]

The main difference between this model and the previous one is that the set of inputs and states is restricted to be finite. This yields a model of computation that is especially tractable and easy to analyze, at least for reasonably small state sizes.

**Abstract State Machine Model.** This model is a generalization of finite state machines, where a state consists of a term rather than just a fixed number of bits. At any \( n \), the size of each term is finite, but there is no static limit on this size.

\[
Y(0) = Y_0 \\
Y(n + 1) = H(X|_{n+1}, Y|_n) \quad \text{and} \quad X : \mathbb{N} \to \text{term-input}^i, \quad Y : \mathbb{N} \to \text{term-state}^o.
\]

**Discrete Event (or Event-Driven) Model.** An increasingly popular model is the discrete event model. It can be viewed as a special case of the finite state machine model, where updating a special set of inputs (the “event”) is what drives the global clock. This model can be described as follows:

\[
Y(0) = Y_0 \\
Y(n + 1) = H(I|_{n+1}, X|_{n+1}, Y|_n) \quad \text{and} \quad I : \mathbb{N} \to \text{event}, \quad X : \mathbb{N} \to \text{input}^i, \quad Y : \mathbb{N} \to \text{output}^o,
\]

where \( I(n) \) is the \( n \)th event that occurs during the system’s life. So-called cycle-driven models are special cases of discrete event models, where some events are planned to occur at fixed intervals.

### 3.2 Types for Performance

Most functional programming languages are based on the lambda-calculus \[17,4\]. The untyped lambda-calculus is deterministic but not terminating. In fact, in the absence of recursion and primitives that may introduce partiality, all programs in the simply-typed lambda-calculus are terminating (see Hindley \[39\] for an excellent introduction). The same is also true for more sophisticated typed lambda-calculi, such as the Calculus of Constructions \[5\]. As such, typing is essential for using the lambda-calculus as a language for programming with functions. But while these type systems guarantee termination, it might require super-exponential time \[101\]. This means that a traditional typed lambda-calculus is not suitable for the real-time domain. It is only with the advent of more modern concepts that type systems are proving to be useful for characterizing resource consumption at a finer level. We give a brief introduction to some of these developments in this section.
Abstract Functors and Di-Functors. A functor is essentially a parameteric data type, such as a list. For any type $\alpha$, the list functor allows us to form the type $\text{List}(\alpha)$, which is a list of values of type $\alpha$. Adding functors to a language can extend its expressivity in many ways.

As with data types, functors can be concrete or abstract. $\text{List}$ is usually a concrete data type. Modern programming languages allow users to introduce new functors using either data type declarations or class instances. Abstract functors, on the other hand, allow us to go beyond what can be defined in our language, and can provide powerful encapsulation mechanisms. For example, consider a situation where we want to handle values of type $\text{CouldDiverge}(\alpha)$, which are computations that could either yield $\alpha$ when evaluated or diverge. Can we introduce such a data type into a functional setting without losing uniqueness or totality? This and many other interesting problems can be addressed by a variety of functors:

**Monads:** The very question raised above, for example, turns out to be fundamental. It can be expanded to include many computational effects other than non-termination, such as state, concurrency, and exceptions. A particular flavor of abstract functors called monads [68, 97, 79] was shown to be suitable for precisely that. Using a monad, a wide variety of effectful computations can be passed around, combined, and extended within a purely functional setting.

**Linear types:** Another kind of abstract functor is one based on linear logic [6]. Linear logic provides a means to expressing a notion of a “resource” in the lambda-calculus. Recent work in this area has shown how linear types can be used to build expressive programming languages with dynamic data structures that can be compiled into malloc-free C [45]. Almost exactly the same system has also been used to build a language where all programs run in constant space and can take at most polynomial time to execute [1, 43]. Programs in both languages are terminating.

**Reactivity:** FRP is built around two functors called Behavior and Event, corresponding to continuous-time behaviors and discrete event occurrences. Semantically, the same type constructors are present in RT-FRP, but they are made implicit in the types. This is achieved by having a specialized type system that only addresses the reactive part of FRP.

**Staging:** Multi-stage languages [12, 31, 92] are based on the key ideas of multi-level [25, 26, 33] and two-level languages [52, 71], and provide mechanisms for building programs that execute in multiple distinct stages. This is achieved by providing constructs for building, combining, and executing code at runtime. The presence of these constructs provides both hygienic program generation and reflection mechanisms, all in one, statically-typed framework. Multi-stage languages also provide a basis for heterogeneous languages, which combine more than one “traditional” language in the same framework. All of these languages provide a
functor for “code”. It is an abstract notion of code because it is usually not possible to inspect its text. So, a more accurate way of describing this kind of code is as a “future stage” computation. A variant of the code functor has been used in RT-FRP to model “exportability annotations”: only those variables whose type is marked as “exportable” can participate in computations in the base language. This allows a certain kind of cyclic definitions to be detected statically, and to ensure totality.

We are not aware of many results on multi-stage programming in a resource-bounded setting. McKay and Singh use partial evaluation for the dynamic specialization of FPGAs [63]. We see this as an important direction of future research.

Arrows: More recently, it has been noted that it is useful to distinguish between two kinds of types that a functor can be parameterized by: input types and output types. This gives rise to a particular brand of di-functors called arrows. Arrows can be viewed as a generalization of monads, and have been shown to model a variety of interesting kinds of computations. Efforts are under way to explore the utility of the notion of arrows in FRP.

Type-and-Effect Systems and Indexed-Types. Another approach to increasing the power of type systems is to enrich types with annotations that capture additional information about a value. An early example of this approach is the type-and-effect system used by Talpin and Jouvelot [93] to introduce side-effects in a functional manner. In this system, the type of every “impure function” is enriched with information about which variables are read or written when it is executed. This approach is as an alternative to monads. In some instances the two are indeed equivalent [54, 98]. Effects were later used to develop region-based memory management [11, 95]. In this approach, each type carries the name of a region where it is allocated, in addition to the standard effect information. This enables a safe and high-level form of explicit allocation/deallocation of memory. Explicit memory management can make the execution of programs more predictable than if it is left to a garbage collector. Effects have also been used to build a type system for a multi-threaded language where freedom of deadlocks can be statically tested [32].

Sized types are types enriched to capture the amount of space needed to store a value. For example, a list of length $n$ carrying values of type $\alpha$ would have the type $\text{List}_n(\alpha)$. This idea has been used to build languages for reactive systems, where properties such as termination and resource-boundedness can be verified statically [50]. An especially interesting aspect of this work is that one of the rules explicitly encodes an induction principle, which allows the programmer to use recursion, as long as the type system can check that it is well-founded. This idea is explored in the context of an execution model where reactive systems
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4 For the reader familiar with subtyping, the distinction alluded to here is related to co- and contra-variance of type constructors.
are viewed as stream-processors where the rates of the various streams can be different, and the key constraint is to ensure the “liveness” of the output.

It has also been shown that sized types and region effects can be combined naturally in a first-order system [49].

Using ideas from dependent typing, Crary and Weirich [24] develop a type system that provides an explicit upper bound on the number of steps needed to complete the computation. Space is conservatively bounded by the same bound as time. The language does not have recursion, rather, provides special iterators that are always guaranteed to terminate. The language supports higher-order functions.

Lustre and Synchronous Kahn networks use the notion of a clock calculus, which is essentially a type system characterizing the clocks underlying each expression. Programs that are well-typed in this system, and that also pass a cyclic dependency test, are guaranteed to be well-behaved.

4 Higher-Order Functions

Intuitively, higher-order functions are programming patterns. Formally, higher-order functions are ones that can take functions as arguments, or return functions as results. We have already seen the usefulness of returning functions: it was used in various models of computations that we discussed earlier. In particular, it provides the ability to build new functions that are “evolved” versions of older ones. Passing functions as arguments is equally useful, as it provides a mechanism for parameterizing programs by functions.

Consider, for example, the pattern of performing point-wise operations on elements of a container type, such as List(α). One way to do this is to write a recursive (or iterative) program each time we want to carry out this pattern. But with higher-order functions, we can capture this pattern once and for all with one function (call it map) that has the following type:

\[
\text{map} : (\alpha \rightarrow \beta) \times (\text{List}(\alpha)) \rightarrow (\text{List}(\beta)).
\]

The presence of higher-order functions can drastically enhance the expressivity of a programming language [75].

Higher-order programming is generally not supported in programming languages intended for the real-time domain. There are, however, a few notable exceptions, such as FRP and synchronous Kahn networks. The main reason seems to be that it is harder to guarantee resource boundedness in the presence of higher-order functions. In RT-FRP, for example, higher-order functions are not supported directly.

5 Mathematical Semantics

The semantics of a programming language is a mathematical specification of what the programming language is supposed to do. While a semantics can be
abstract, it is not necessarily so. There is a colorful spectrum of ways to define the semantics of a programming language. A number of balanced textbook treatments of the various approaches already exist [36,67,72], as do more advanced studies [23]. There are two flavors of semantics that are often viewed as being in strong contrast: denotational semantics and operational semantics.

*Denotational semantics* is generally presented by a translation from syntax to a more abstract mathematical domain, often called “the meaning” or “denotation” of the syntax. It is concerned with traditional program equivalence, which is a subtle and technical subject. A denotational semantics is frequently chosen as the reference when it is the simplest semantics. This simplicity is often what makes it abstract. While abstractness is perfect if we are only interested in reasoning about program equivalence, it can have two disadvantages: first, it can be alienating for the practitioner who does not have the mathematical background to understand it. Second, it can be too abstract. For example, a denotational semantics does not traditionally describe the cost of a computation, which is a crucial concern in real-time applications.

*Operational semantics* is generally presented by a set of rules for “building” a computation, and thus can provide a basis for discussing performance. Originally promoted by Plotkin [83,85,10], in recent years this approach has gained substantial popularity [35,69,81,87]. When combined with typing, operational techniques can also provide powerful proof techniques [34].

Essentially all of the languages mentioned above have been given some kind of formal semantics. A large effort has been made to develop the semantics of Esterel, including a denotational semantics in the point view of Scott’s ternary logic, an operational semantics based on an interpretation scheme expressed by term rewriting rules defining microstep sequences, and a circuit semantics based on a translation of programs into circuits. These semantics are shown to correspond in a certain way, constrained only by a notion of stability [8].

A distinguishing characteristic of FRP is that it has a continuous-time based denotational semantics. It has also been shown that a stream-based implementation of FRP converges to this semantics at the limit as sampling intervals drop to zero, modulo some uniform continuity conditions [99].

RT-FRP has a deterministic operational semantics. This semantics allows a notion of cost to be defined in terms of derivation size, which is necessary for proving that RT-FRP is resource bounded.

6 How Do I Learn More?

Jones [51] presents a language-based account of complexity and computability. Hofmann [44] presents a detailed overview of results in the area of programming languages that capture complexity classes.

While there are few implementations of purely functional programming languages, there is a number of good introductions to programming in Haskell which
would still serve as an excellent introduction to the subject nevertheless \cite{47,46}. Di Cosmo’s monograph on isomorphisms of types \cite{27} and Hindley’s treatment of the simply-typed lambda-calculus \cite{39} are excellent introductions to types in the sense that we have used them here.

Lee \cite{58} gives an overview of how many ongoing efforts fit into the greater picture of transferring software engineering techniques to the area of embedded and real-time systems.

Finally, we have not discussed traditional real-time techniques like priority-based and rate-monotonic scheduling \cite{55}. We expect that these approaches can fit within the traditional frameworks for concurrency \cite{64,84,40,41,65}, and that the same approaches discussed above for the encapsulation of concurrency apply.
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Abstract. Run-time executives and operating system kernels for embedded systems have long relied exclusively on static priority scheduling of tasks to ensure timing constraints and other correctness conditions are met. Static priority scheduling is easy to understand and support but it suffers from a number of significant shortcomings such as the complexity of simultaneously mapping timing and importance constraints onto priority values. Rate-based resource allocation schemes offer an attractive alternative to traditional static priority scheduling as they offer flexibility in specifying and managing timing and criticality constraints. This paper presents a taxonomy of rate-based resource allocation and summarizes the results of some recent experiments evaluating the real-time performance of three allocation schemes for a suite of intra-kernel and application-level scheduling problems encountered in supporting a multimedia workload on FreeBSD UNIX.

1. Introduction

Run-time executives and operating system kernels for embedded systems have long relied on static priority scheduling of tasks to ensure timing constraints and other correctness conditions are met. In static priority scheduling tasks are assigned an integer priority value that remains fixed for the lifetime of the task. Whenever a task is made ready to run (e.g., when the arrival of an interrupt releases a waiting task), the active task with the highest priority commences or resumes execution, preempting the currently executing task if need be. There is rich literature that analyzes static priority scheduling and demonstrates how timing and synchronization constraints can be met using static priority scheduling (see for [14] for a good summary discussion). For these and other reasons virtually all commercial real-time operating systems, including VxWorks [27], VRTX [17], QNX [22], pSOS (pSOS) [21], and LynxOS [16], support static priority scheduling.
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However, despite the popularity and simplicity of static priority scheduling, the method has significant shortcomings. As discussed in greater detail in Section 2, static priority scheduling suffers from a number of problems including:

- An inability to directly map timing or importance constraints into priority values,
- The problem of dealing with tasks whose execution time is either unknown or may vary over time,
- The problem of dealing with tasks whose execution time or execution rate deviates significantly at run-time from the behavior expected at design-time,
- The problem of degrading system performance gracefully in times of overload, and
- The problem of ensuring full utilization of the processor or other system resources in tightly resource constrained systems.

As a solution to these and other problems, we are investigating the use of rate-based resource allocation methods for real-time and embedded systems. In a rate-based system a task is guaranteed to make progress according to a well-defined rate specification such as “process x samples per second,” or “process x messages per second where each message consists of 3-5 consecutive network packets.”

Recently a number of rate-based resource allocation paradigms have been developed and reported in the real-time systems and multimedia computing literature. These include:

- The “constant-bandwidth” abstraction for a server algorithm for executing aperiodic workloads [2, 23, 24],
- The Lottery [28], SMART [19], SFQ [6], EEVDF [25], and BERT [3] variants of proportional share real-time resource allocation in UNIX, and
- A series of rate-based extension to the Liu and Layland theory of real-time scheduling [5, 7, 9, 29].

This paper summarizes recent developments in rate-based resource allocation and informally demonstrates how rate-based methods can provide a framework for the natural specification and realization of timing constraints in embedded and real-time systems. To structure the discussion, three dimensions of the basic resource allocation problem are considered:

- The type of resource allocation problem. To fully explore the utility of rate-based resource allocation three scheduling problems are considered: application-level scheduling (i.e., scheduling of user programs or tasks/threads), scheduling the execution of system calls made by applications (“top-half” operating system-level scheduling), and scheduling asynchronous events generated by devices (“bottom-half” operating system-level scheduling). This treatment is motivated by the logical structure of traditional, monolithic real-time (and general purpose) operating systems and kernels with hardware enforced protection boundaries. Moreover, this simple taxonomy of scheduling problems emphasizes that in real systems one must consider issues of intra-kernel resource allocation and scheduling as well as application task scheduling.
- The type or class of rate-based resource allocation method. We consider three broad classes of rate-based resource allocation paradigms: allocation based on a
fluid-flow paradigm, allocation based on a polling or periodic server paradigm, and allocation based on a generalized Liu and Layland paradigm. For an instance of the fluid-flow paradigm the proportional share scheduling algorithm *earliest eligible virtual deadline first (EEVDF)* [25] is considered. For an instance of the polling server paradigm, scheduling based on the *constant bandwidth server (CBS)* server concept [2] is considered. Finally, for the generalized Liu and Layland paradigm a rate-based extension to the original Liu and Layland task model called *rate-based execution (RBE)* [9] is considered.

- **The characteristics of the workload generated.** For each rate-based allocation scheme above, the likely expected real-time performance of an application is considered under a set of execution environments where the applications execute at various rates. Specifically, cases are considered wherein the applications execute at “well-behaved,” constant rates, at bursty rates, and at uncontrolled “misbehaved” rates. For well-behaved workloads, the three rate-based schemes considered (and indeed virtually any real-time scheduling scheme) can execute a given workload in real-time. However, the rate-based schemes perform quite differently when applications need to be scheduled at bursty or uncontrolled rates.

The goal is to demonstrate how rate-based methods naturally solve a variety of resource allocation problems that traditional static priority scheduling methods are inherently poorly suited to. However, it will also be argued that “one size does not fit all.” One rate-based resource allocation scheme does not suffice for all scheduling problems that arise within the layers of a real system. While one can construct an execution environment wherein all of the rate-based schemes considered here perform well, for more realistic environments that are likely to be encountered in practice, the best results are likely to be achieved by employing different rate-based allocation schemes at different levels in the operating system.

To be sure, rate-based resource allocation methods are not a panacea. There are other scheduling architectures based on extensions to (or indirect uses of) static priority scheduling that can also provide effective solutions for many of the problems considered herein (see [14]), however, because of space constraints, in this paper only rate-based methods are considered.

The following section describes the shortcomings of static priority scheduling in more detail. Section 3 presents a taxonomy of rate-based resource allocation methods. Three classes of rate-based resource allocation are described and the strengths and weaknesses of each approach are discussed. The results of some recent experiments performed to evaluate specific instances of rate-based schedulers are reviewed in Section 4. Section 5 proposes and evaluates a hybrid scheme that combines different forms of rate-based resource allocation within different layers of the operating system and application. Section 6 summaries the results and concludes with a discussion of directions for further study in rate-based resource allocation.

### 2. Traditional Static Priority Scheduling

Traditional models of real-time resource allocation are based on the concept of a discrete but recurring event, such as a periodic timer interrupt, that causes the release of task. The task must be scheduled such that it completes execution before a well-
defined deadline. For example, most real-time models of execution are based on the Liu and Layland periodic task model [15] or Mok’s sporadic task model [18]. In these models each execution of a task must complete before the next instance of the same task is released. The challenge is to assign priority values to tasks such that all releases of all tasks are guaranteed to complete execution before their respective deadlines when scheduled by a preemptive priority scheduler. Common priority assignment schemes include the rate-monotonic scheme [15] wherein tasks that recur at high rates have priority over tasks that recur at low rates (i.e., a task’s priority is equal to its recurrence period), and the deadline monotonic scheme [13] wherein a task’s priority is related to its response time requirement (it’s deadline).\(^1\) In either case, static assignment of priority values to tasks leads to a number of problems.

2.1. Mapping Performance Requirements to Priorities

Simple timing constraints for tasks that are released in response a single event, such as a response time requirement for a specific interrupt, can be easily specified in a static priority system. More complex constraints are frequently quite difficult to map into priority values. For example, consider a signal processing system operating on video frames that arrive over a LAN from a remote acquisition device. The performance requirement may be to process 30 frames/second and hence it would be natural to model the processing as a periodic task and trivial to schedule using a static priority scheduler. However, it is easily the case that each video frame arrives at the processing node in a series of network packets that must be reassembled into a video frame and it is not at all obvious how the network packet and protocol processing should be scheduled. That is, while there is a natural constraint for the application-level processing, there is no natural constraint (e.g., no unique response time requirement) for the processing of the individual events that will occur during the process of realizing the higher-level constraint. Nonetheless in a static priority scheduler the processing of these events must be assigned a single priority value.

The problem here is that the system designer implicitly creates a response time requirement when assigning a priority value to the network processing. Since there is no natural unique value for this requirement a conservative (e.g., short response time) value is typically chosen. This conservative assignment of priority has the effect of reserving more processing resources for the task than will actually ever be consumed and ultimately limits the either the number or the complexity of tasks that can be executed on the processor.

2.2. Managing “Misbehaved” Tasks

In order to analyze any resource allocation problems, assumptions must be made about the environment in which the task executes. In particular, in virtually all real-time problems the amount of resources required for the execution of the task (e.g., the amount of processor time required to execute the task) is assumed to be known in advance. A second problem with static priority resource allocation occurs when assumptions such as these are violated and a task “misbehaves” by consuming more resources than expected. The problem is to ensure that a misbehaving task does not compromise the execution of other “well-behaved” tasks in the system.

\(^1\) We assume throughout that low priority values indicate high scheduling priority.
An often-touted advantage of static priority systems is that if a task violates its execution assumptions, higher priority tasks are not affected. While it is true that higher priority tasks are not affected by misbehaving lower priority tasks (unless higher priority tasks share software resources with the lower priority tasks), all other tasks have no protection from the misbehaving task. For example, a task that is released at a higher rate than expected can potentially block all lower priority tasks indefinitely.

The issue is that static priority scheduling fundamentally provides no mechanism for isolating tasks from the ill-effects of other tasks other than the same mechanism that is used to ensure response time properties. Given that isolation concerns typically are driven by the relative importance of tasks (e.g., a non-critical task should never effect or interfere with the execution of a mission-critical task), and importance and response time are often independent concepts, attempting to manage both concerns with a single mechanism is inappropriate.

2.3. Providing Graceful/Uniform Degradation

Related to the task isolation problem is that of providing graceful performance degradation under transient (or persistent) overload conditions. The problem of graceful degradation can be considered a generalization of the isolation problem; a set of tasks (or the environment that generates work for the tasks) misbehaves and the processing requirements for the system as a whole increase to the point where tasks miss deadlines. In these overload situations it is again useful to control which tasks’ performance degrades and by how much.

Static priority scheduling again has only a single mechanism for managing importance and response time. If the mission-critical tasks also have the smallest response-time requirements then they will have the highest priority and will continue to function. However, if this is not the case then there is no separate mechanism to control the execution of important tasks. Worse, even if the priority structure matches the importance structure, in overload conditions under static priority scheduling only one form of degraded performance is possible: high priority tasks execute normally while the lowest priority task executes at a diminished rate if at all. That is, since a task with priority \( p \) will always execute to completion before any pending task with priority less than \( p \) commences or resumes execution, it is impossible to control how tasks degrade their execution. (Note however, as frequently claimed by advocates of static priority scheduling, the performance of a system under overload conditions is predictable.)

2.4. Achieving Full Resource Utilization

The rate-monotonic priority assignment scheme is well known to be an optimal static priority assignment. (Optimal in the sense that if a static priority assignment exists which guarantees periodic tasks have a response time no greater than their period, then the rate-monotonic priority assignment will also provide the same guarantees.) One drawback to static priority scheduling, however, is that the achievable processor utilization is restricted. In their seminal paper, Liu and Layland showed that a set of \( n \) periodic tasks will be schedulable under a rate-monotonic priority assignment if the processor utilization of a task set does not exceed \( n(2^{1/n} - 1) \) [15]. If the utilization of a task set exceeds this bound then the tasks may or may not be schedulable. (That is, this condition is a sufficient but not necessary condition for schedulability). Moreover, Liu and Layland showed that in the limit the utilization bound approached \( \ln 2 \) or
approximately 0.69. Thus 69% is the least upper bound on the processor utilization that guarantees feasibility. A least upper bound here means that this is the minimum utilization of all task sets that fully utilize the processor. (A task set fully utilizes the processor if increasing the cost of any task in the set causes a task to miss a deadline.) If the utilization of the processor by a task set is less than or equal to 69% then the tasks are guaranteed to be schedulable.

Lehoczky, Sha, and Ding formulated an exact text for schedulability under a rate-monotonic priority assignment and showed that ultimately, schedulability is not a function of processor utilization [12]. However, nonetheless, in practice the utilization test remains the dominant test for schedulability as it is both a simple and an intuitive test. Given this, a resource allocation scheme wherein schedulability was more closely tied to processor utilization (or a similarly intuitive metric) would be highly desirable.

3. A Taxonomy of Rate-Based Resource Allocation Models

The genesis of rate-based resource allocation schemes can be traced to the problem of supporting multimedia computing and other soft-real-time problems. In this arena it was observed that while one could support the needs of these applications with traditional real-time scheduling models, these models were not the most natural ones to apply [6, 8, 11, 28]. Whereas Liu and Layland models typically dealt with response time guarantees for the processing of periodic/sporadic events, the requirements of multimedia applications were better modeled as aggregate, but bounded, processing rates.

From our perspective three classes of rate-based resource allocation models have evolved: fluid-flow allocation, server-based allocation, and generalized Liu and Layland style allocation. Fluid-flow allocation derives largely from the work on fair-share bandwidth allocation in the networking community. Algorithms such as generalized processor sharing (GPS) [20], packet-by-packet generalized processor sharing (PGPS) [20] (better known as weighted fair queuing (WFQ) [4]), were concerned with allocating network bandwidth to connections (“flows”) such that for a particular definition of fairness, all connections continuously receive their fair share of the bandwidth. Since connections were assumed to be continually generating packets, fairness was expressed in terms of a guaranteed transmission rate (i.e., some number of bits per second). These allocation policies were labeled as “fluid flow” allocation because since transmission capacity was continuously available to be allocated, analogies were drawn between conceptually allowing multiple connections to transmit packets on a link and allowing multiple “streams of fluid” to flow through a “pipe.”

These algorithms stimulated tremendous activity in both real-time CPU and network link scheduling. In the CPU scheduling realm numerous algorithms were developed, differing largely in the definition and realization of “fair allocation” [19, 25, 28]. Although fair/fluid allocation is in principle a distinct concept from real-time allocation, it is a powerful building block for realizing real-time services [26].

Server-based allocation derives from the problem of scheduling aperiodic tasks in a real-time system. The salient abstraction is that a “server process” is invoked periodically to service any requests for work that have arrived since the previous invocation of the server. The server typically has a “capacity” for servicing requests (usually expressed in units of CPU execution time) in any given invocation. Once this capacity is exhausted, any in-progress work is suspended until at least the next server
invocation time. Numerous server algorithms have appeared in the literature; differing largely in the manner in which the server is invoked and how its capacity is allocated [2, 23, 24]. Server algorithms are considered to be rate-based forms of allocation as the execution of a server is not (in general) directly coupled with the arrival of a task. Moreover, server-based allocation has the effect of ensuring aperiodic processing progresses at a well defined, uniform rate.

Finally, rate-based generalizations of the original Liu and Layland periodic task model have been developed to allow more flexibility in how a scheduler responds to events that arrive at a uniform average rate but unconstrained instantaneous rate. Representative examples here include the \((m, k)\) allocation models that requires only \(m\) out of every \(k\) events be processed in real-time [5], the \textit{window-based allocation} (DWYQ) method that ensures a minimum number of events are processed in real-time within sliding time windows [29], and the \textit{rate-based execution} (RBE) algorithm that “reshapes” the deadlines of events that arrive at a higher than expected rate to be those that the events would have had had they arrived at a uniform rate [9].

To illustrate the utility of rate-based resource allocation, one algorithm from the literature from each class of rate-based allocation methods will be discussed in more detail. The choice is motivated by the prior work of the authors, specifically our experience implementing and using these algorithms in production systems [7, 10]. For an instance of the fluid-flow paradigm the \textit{proportional share scheduling} algorithm \textit{earliest eligible virtual deadline first} (EEVDF) [25] will be discussed. For an instance of the polling server paradigm the \textit{constant bandwidth server} (CBS) server concept [2] will be discussed. For the generalized Liu and Layland paradigm the \textit{rate-based execution} (RBE) model [9] will be discussed. Although specific algorithms are chosen for discussion, ultimately the results presented are believed to hold for each algorithm in the same class as the algorithm discussed.

3.1. Fluid-Flow Resource Allocation: Proportional Share Scheduling

In a proportional share (PS) system each shared resource \(r\) is allocated in discrete quanta of size at most \(q_r\). At the beginning of each time quantum a task is selected to use the resource. Once the task acquires the resource, it may use the resource for the entire time quantum, or it may release the resource before the time quantum expires. For a given resource, a \textit{weight} is associated with each task that determines the relative \textit{share} of the resource that the task should receive. Let \(w_i\) denote the weight of task \(i\), and let \(A(t)\) be the set of all tasks active at time \(t\). Define the (instantaneous) share \(f_i(t)\) of task \(i\) at time \(t\) as

\[
f_i(t) = \frac{w_i}{\sum_{j \in A(t)} w_j}
\]  

(1)

A share represents a fraction of the resource’s capacity that is “reserved” for a task. If the resource can be allocated in arbitrarily small sized quanta, and if the task’s share remains constant during any time interval \([t_1, t_2]\), then the task is entitled to use the resource for \((t_2 - t_1)f_i(t)\) time units in the interval. As tasks are created/destroyed or blocked/released, the membership of \(A(t)\) changes and hence the denominator in (1) changes. Thus in practice, a task’s share of a given resource will change over time. As the total weight of tasks in the system increases, each task’s share of the resource decreases. As the total weight of tasks in the system decreases, each task’s share of the
resource increases. When a task’s share varies over time, the service time \( S \) that task \( i \) should receive in any interval \([t_1, t_2]\), is

\[
S_i(t_1, t_2) = \int_{t_1}^{t_2} f_i(t) \, dt
\]

time units.

Equations (1) and (2) correspond to an ideal “fluid-flow” system in which the resource can be allocated for arbitrarily small units of time. In such a system tasks make progress at a uniform rate as if they were executing on a dedicated processor with a capacity that is \( f_i(t) \) that of the actual processor. In practice one can implement only a discrete approximation to the fluid system. When the resource is allocated in discrete time quanta it is not possible for a task to always receive exactly the service time it is entitled to in all time intervals. The difference between the service time that a task should receive at a time \( t \), and the time it actually receives is called the service time lag (or simply lag). Let \( t_0^i \) be the time at which task \( i \) becomes active, and let \( s(t_0^i, t) \) be the service time task \( i \) receives in the interval \([t_0^i, t]\). Then if task \( i \) is active in the interval \([t_0^i, t]\), its lag at time \( t \) is defined as

\[
\text{lag}(t) = S_i(t_0^i, t) - s(t_0^i, t).
\]

Since the lag quantifies the allocation accuracy, it is used as the primary metric for evaluating the performance of PS scheduling algorithms. Previously we have shown that one can schedule a set of tasks in a PS system using a “virtual time” earliest deadline first rule such that the lag is bounded by a constant over all time intervals [25]. By using this algorithm, called earliest eligible virtual deadline first (EEVDF), a PS system’s deviation from a system with perfectly uniform allocation is bounded and thus, as explained below, real-time execution is possible.

### Scheduling to Minimize Lag

The goal in proportional share scheduling is to minimize the maximum possible lag. This is done by conceptually tracking the lag of tasks and at the end of each quantum, considering only tasks whose lag is positive [25]. If a task’s lag is positive then it is “behind schedule” compared to the perfect fluid system — it should have accumulated more time on the CPU than it has up to the current time. If a task’s lag is positive it is considered eligible to execute. If its lag is negative, then the task has received more processor time than it should have up to the current time and it is considered ineligible to execute.

When multiple tasks are eligible, in EEVDF they are scheduled earliest deadline first, where a task’s deadline is equal to its estimated execution time cost divided by its share of the CPU \( f_i(t) \). This deadline represents a point in the future when the task should complete execution if it receives exactly its share of the CPU. For example, if a task’s weight is such that its share of the CPU at the current time is 10% and it requires 2 ms of CPU time to complete execution, then its deadline will be 20 ms in the future. If the task actually receives 10% of the CPU, over the next 20 ms it will execute for 2 ms.

Proportional share allocation is realized through a form of weighted round-robin scheduling wherein in each round the task with the earliest deadline is selected. In [25] it was shown that the EEVDF algorithm provides optimal (i.e., minimum possible) lag bounds.
Realizing Real-Time Execution
In principle, there is nothing “real-time” about proportional share resource allocation. Proportional share resource allocation is concerned solely with uniform allocation (often referred to in the literature as “fluid” or “fair” allocation). A PS scheduler achieves uniform allocation if it can guarantee that tasks’ lags are always bounded.

Real-time computing is achieved in a PS system by (i) ensuring that a task’s share of the CPU (and other required resources) remains constant over time, and by (ii) scheduling tasks such that each task’s lag is always bounded by a constant. If these two conditions hold over an interval of length \( t \) for a task \( i \), then task \( i \) is guaranteed to receive \((f_i \times t) \pm \varepsilon\) units of the resource’s capacity, where \( f_i \) is the fraction of the resource reserved for task \( i \), and \( \varepsilon \) is the allocation error, \( 0 \cdot \varepsilon \cdot \delta \), for some constant \( \delta \) (for EEVDF \( \delta = \) the quantum size \( q \)) [25]. Thus, although real-time allocation is possible, it is not possible to provide hard and fast guarantees of adherence to application-defined timing constraints. Said another way, all guarantees have an implicit, and fundamental, “\( \pm \varepsilon \)” term. In FreeBSD-based implementations of EEVDF, \( \varepsilon \) has been a tunable parameter and was most commonly set to 1 ms [7].

The deadline-based EEVDF proportional share scheduling algorithm ensures that each task’s lag is bounded by a constant [25] (condition (i)). To ensure a task’s share remains constant over time (condition (ii)), whenever the total weight in the system changes, a “real-time” task’s weight must be adjusted so that its initial share (as given by equation (1)) does not change. For example, if the total weight in the system increases (e.g., because new tasks are created), then a real-time task’s weight must increase by a proportional amount. Adjusting the weight to maintain a constant share is simply a matter of solving equation (1) for \( w_i \) when \( f_i(t) \) is a constant function. (Note that \( w_i \) appears in both the numerator and denominator of the right-hand side of (1).) If the sum of the processor shares of the real-time tasks is less than 1.0 then all tasks will execute in real-time (i.e., under EEVDF real-time scheduablity is a simple function of processor utilization).

3.2. Liu and Layland Extensions: Rate-Based Execution (RBE)
The traditional Liu and Layland model of periodic real-time execution has been extended in a number of directions to be more flexible in way in which real-time requirements were modeled and realized. For example, all of the traditional theory assumes a minimum separation in time between releases of instances of the same task. This requirement does not map well in actual systems that, for example, receive inputs over a network. For example, in a video processing application, video frames may be transmitted across an internetwork at precise intervals but arrive at a receiver with arbitrary spacing in time because of the store-and-forward nature of most network switches. Although there is explicit structure in this problem (frames are generated at a precise rate), there is no way to capture this structure in a Liu and Layland model.

The RBE paradigm is one extension to the Liu and Layland model to address this problem. In RBE, each task is associated with three parameters \((x, y, d)\) which define a rate specification. In an RBE system, each task is guaranteed to process at least \( x \) events every \( y \) time units, and each event \( j \) will be processed before a relative deadline \( d \). The actual deadline for processing of the \( j^{th} \) event for task \( i \) is given by the following recurrence. If \( t_{ij} \) is the time of the arrival of the \( j^{th} \) event, then the instance of task \( i \) servicing this event will complete execution before time:
\[ D_i(j) = \begin{cases} t_{ij} + d_i & \text{if } 1 \leq j \leq x_i \\ \max(t_{ij} + d_i, D_i(j - x_i) + y_i) & \text{if } j > x_i \end{cases} \] (4)

The deadline for the processing of an event is the larger of the release time of the job plus its relative deadline, or the deadline of the \(x^{th}\) previous job plus the \(y\) parameter (the averaging interval) of the task. This deadline assignment function confers two important properties on \(RBE\) tasks. First, up to \(x\) consecutive jobs of a task may contend for the processor with the same deadline and second, the deadlines for processing events \(j\) and \(j+x\) for task \(i\) are separated by at least \(y\) time units. Without the latter restriction, if a set of events for a task arrive simultaneously it would be possible to saturate the processor. However, with the restriction, the time at which a task must complete its execution is not wholly dependent on its release time. This is done to bound processor demand. Under this deadline assignment function, requests for tasks that arrive at a faster rate than \(x\) arrivals every \(y\) time units have their deadlines postponed until the time they would have been assigned had they actually arrived at the rate of exactly \(x\) arrivals every \(y\) time units [9].

The \(RBE\) task model derives from the linear bounded arrival process (LBAP) model as defined and used in the DASH system [1]. In the LBAP model, tasks specify a desired execution rate as the number of messages to be processed per second, and the size of a buffer pool used to store bursts of messages that arrive for the task. The \(RBE\) model generalizes the LBAP model to include a more generic specification of rate and adds an independent response time (relative deadline) parameter to enable more precise real-time control of task executions.

\(RBE\) tasks can be scheduled by a simple earliest-deadline-first rule so long as the combined processor utilization of all tasks does not saturate the processor. (Hence there are no undue limits on the achievable processor utilization.) Although nothing in the statement of the \(RBE\) model precludes static priority scheduling of tasks, it turns out that the \(RBE\) model points out a fundamental distinction between deadline-based scheduling methods and static priority based methods. Analysis of the \(RBE\) model has shown that under deadline-based scheduling, feasibility is solely a function of the distribution of task deadlines in time and is independent of the rate at which tasks are invoked. In contrast, the opposite is true of static priority schedulers. For any static priority scheduler, feasibility is a function of the rate at which tasks are invoked and is independent of the deadlines of the tasks [9]. Said more simply, the feasibility of static priority schedulers is solely a function of the periodicity of tasks, while the feasibility of deadline schedulers is solely a function of the periodicity of the occurrence of a task’s deadlines. Given that it is often the operating system or application that assigns deadlines to tasks, this means that the feasibility of a static priority scheduler is a function of the behavior of the external environment (i.e. arrival processes), while the feasibility of a deadline driven scheduler is a function of the implementation of the operating system/application. This is a significant observation as one typically has more control over the implementation of the operating system than they do over the processes external to the system that generate work for the system. For this reason deadline based scheduling methods have a significant and fundamental advantage over static priority based methods when there is uncertainty in the rates at which work is generated for a real-time system, such as is the case in virtually all distributed real-time systems.
3.3. Server-Based Allocation: The Constant Bandwidth Server (CBS)

The final class of rate-based resource allocation algorithms are server algorithms. At a high-level, the CBS algorithm combines aspects of both EEVDF and RBE scheduling (although it was developed independently of both works). Like RBE it is an event based scheduler, however, like EEVDF it has a notion of a quantum. Like both, it achieves rate-based allocation by a form of deadline scheduling.

In CBS, and its related cousin the total bandwidth server (TBS) [23, 24], a portion of the processor’s capacity, denoted $U_s$, is reserved for processing aperiodic requests of a task. When an aperiodic request arrives it is assigned a deadline and scheduled according to the earliest-deadline-first algorithm. However, while the server executes, its capacity linearly decreases. If the server’s capacity for executing a single request is exhausted before the request finishes, the request is suspended until the next time the server is invoked.

A server is parameterized by two additional parameters $C_s$ and $T_s$, where $C_s$ is the execution time available for processing requests in any single server invocation and $T_s$ is the inter-invocation period of the server ($U_s = C_s/T_s$). Effectively, if the $k^{th}$ aperiodic request arrives at time $t_k$, it will execute as a task with a deadline

$$d_k = \max(t_k, d_{k-1}) + c_k/U_s$$

where $c_k$ is the worst case execution time of the $k^{th}$ aperiodic request, $d_{k-1}$ is the deadline of the previous request from this task, and $U_s$ is the processor capacity allocated to the server for this task.

CBS resource allocation is considered a rate-based scheme because deadlines are assigned to aperiodic requests based on the rate at which the server can serve them and not (for example) on the rate at which they are expected to arrive. Note that like EEVDF and RBE, scheduability in CBS is solely a function of processor utilization. Any real-time task set that does not saturate the processor is guaranteed to execute in real-time under any of these three algorithms.

4. Using Rate-Based Scheduling

To see how rate-based resource allocation methods can be used to realize real-time constraints and overcome the shortcoming of static priority scheduling, the three algorithms above were used to solve various resource allocation problems that arose in FreeBSD UNIX when executing a set of interactive multimedia applications. The details of this study are reported in [10]. The results are summarized here.

4.1. A Sample Real-Time Workload

To compare the rate-based schedulers, three simple multimedia applications were considered. These applications were chosen because they illustrate many of the essential resource allocation problems found in distributed real-time and embedded applications. The applications are:

- An Internet telephone application that handles incoming 100 byte audio messages at a rate of 50/second and computes for 1 millisecond on each message (requiring 5% of the CPU on average),
A motion-JPEG video player that handles incoming 1,470 byte messages at a rate of 90/second and computes for 5 milliseconds on each message (requiring 45% of the CPU on average), and

- A file transfer program that handles incoming 1,470 byte messages at a rate of 200/second and computes for 1 millisecond on each message (requiring 20% of the CPU on average).

The performance of different rate-based resource allocation schemes was considered under varying workload conditions. The goal was to evaluate how each rate-based allocation scheme performed when the rates of tasks to be scheduled varied from constant (uniform), to “bursty” (erratic instantaneous rate but constant average rate), to “mis-behaved” (long-term deviation from average expected processing rate).

4.2. Rate-Based Scheduling of Operating System Layers

Our experiments focused on the problem of processing inbound network packets and scheduling user applications to consume these packets. Figure 1 illustrates the high-level architecture of the FreeBSD kernel. Briefly, in FreeBSD, packet processing occurs as follows. (For a more complete description of these functions see [30].) When packets arrive from the network, interrupts from the network interface card are serviced by a device-specific interrupt handler. The device driver copies data from buffers on the adapter card into a chain of fixed-size kernel memory buffers sufficient to hold the entire packet. This chain of buffers is passed on a procedure call to a general interface input routine for a class of input devices. This procedure determines which network protocol should receive the packet and enqueues the packet on that protocol’s input queue. It then posts a software interrupt that will cause the protocol layer to be executed when no higher priority hardware or software activities are pending.

Processing by the protocol layer occurs asynchronously with respect to the device driver processing. When the software interrupt posted by the device driver is
serviced, a processing loop commences wherein on each iteration the buffer chain at
the head of the input queue is removed and processed by the appropriate routines for
the transport protocol. This results in the buffer chain enqueued on the receive queue
for the destination socket. If any process is blocked in a kernel system call awaiting
input on the socket, it is unblocked and rescheduled. Normally, software interrupt
processing returns when no more buffers remain on the protocol input queue.

The kernel socket layer code executes when an application task invokes some
form of receive system call on a socket descriptor. When data exists on the appropriate
socket queue, the data is copied into the receiving task’s local buffers from the buffer
chain(s) at the head of that socket’s receive queue. When there is sufficient data on the
socket receive queue to satisfy the current request, the kernel completes the system
call and returns to the application task.

The problem of processing inbound network packets was chosen for study
because it involves a range of resource allocation problems at different layers in the
operating system. Specifically, there are three distinct scheduling problems:
scheduling of device drivers and network protocol processing within the operating
system kernel, scheduling system calls made by applications to read and write data to
and from the network, and finally the scheduling of user applications. These are
distinct problems because the schedulable work is invoked in different ways in
different layers. Asynchronous events cause device drivers and user applications to be
scheduled but synchronous events cause system calls to be scheduled. Systems calls
are, in essence, extensions of the application’s thread of control into the operating
system. Moreover, these problems are of interest because of the varying amount of
information that is available to make real-time scheduling decisions at each level of
the operating system. At the application and system call-level it is known exactly
which real-time entity should be “charged” for use of system resources while at the
device driver-level one cannot know which entity to charge. For example, in the case
of inbound packet processing, it cannot be determined which application to charge for
the processing of a packet until the packet is actually processed and the destination
application is discovered. On the other hand, the cost of device processing can be
known exactly as device drivers typically perform simple, bounded-time functions
(such as placing a string of buffers representing a packet on a queue). This is in
contrast to the application-level where often one can only estimate the time required
for an application to complete.

The challenge is to allocate resources throughout the operating system so that
end-to-end system performance measures (i.e., network interface to application
performance) can be ensured.

4.3. Workload Performance under Proportional Share Allocation

A version of FreeBSD was constructed that used EEVDF proportional share
scheduling (with a 1 ms quantum) at the device, protocol processing, and the
application layers. In this system each real-time task is assigned a share of the CPU
equal to its expected utilization of the processor (e.g., the Internet phone application
requires 5% of the CPU and hence is assigned a weight of 0.05). Non-real-time tasks
are assigned a weight equal to the unreserved capacity of the CPU. Network protocol
processing is treated as a real-time (kernel-level) task that processes a fixed number of
packets when it is scheduled for execution.
In the well-behaved senders case all packets are moved from the network interface to the socket layer to the application and processed in real-time. When the file transfer sender misbehaves and sends more packets than the ftp receiver can process given its CPU reservation, EEVDF does a good job of isolating the other well-behaved processes from the ill-effects of ftp. Specifically, the excess ftp packets are dropped at the lowest level of the kernel (at the IP layer) before any significant processing is performed on these packets. These packets are dropped because the kernel task associated with their processing is simply not scheduled often enough (by design) to move the packets up to the socket layer. In a static priority system (such as the unmodified FreeBSD system), network interface processing is the second highest priority task. In this system, valuable time would be “wasted” processing packets up through the kernel only to have them later discarded (because of buffer overflow) because the application wasn’t scheduled often enough to consume them.

The cost of this isolation comes in the form of increased packet processing overhead as now the device layer must spend time demultiplexing packets (typically a higher-layer function) to determine if they should be dropped. Performance is also poorer when data arrives for all applications in a bursty manner. This is an artifact of the quantum-based allocation nature of EEVDF. Over short intervals, data arrives faster than it can be serviced at the IP layer and the IP interface queue overflows. With a 1 ms quantum, it is possible that IP processing can be delayed for upwards of 8-10 ms and this is sufficient time for the queue to overflow in a bursty environment. This problem could be ameliorated to some extent by increasing the length of the IP queue, however, this would also have the effect of increasing the response time for packet processing.

4.4. Workload Performance under Generalized Liu and Layland Allocation

When RBE scheduling was used for processing at the device, protocol, and application layers, each task had a simple rate specification of \((1, p, p)\) (i.e., one event will be processed every \(p\) time units with a deadline of \(p\)) where \(p\) is the period of the corresponding application or kernel function.

Perfect real-time performance is realized in the well-behaved and bursty arrivals cases but performance is significantly poorer than EEVDF in the case of the misbehaved file transfer application. On the one hand, RBE provides good isolation between the file transfer and the other real-time applications, however, this isolation comes at the expense of the performance of non-real-time/background applications. Unlike EEVDF, as an algorithm, RBE has no mechanism for directly ensuring isolation between tasks as there is no mechanism for limiting the amount of CPU time an RBE task consumes. All events in an RBE system are assigned deadlines for processing. When the work arrives at a faster rate than is expected, the deadlines for the work are simply pushed further and further out in time. Assuming sufficient buffering, all will eventually be processed.

In the FreeBSD system, packets are enqueued at the socket layer but with deadlines that are so large that processing is delayed such that the socket queue quickly fills and overflows. Because time is spent processing packets up to the socket layer that are never consumed by the application, the performance of non-real-time applications suffers. Because of this, had the real-time workload consumed a larger...
cumulative fraction of the CPU, RBE would not have isolated the well-behaved and misbehaved real-time applications. (That is, the fact that isolation was observed in this experiment is an artifact of the specific real-time workload.) Nonetheless, because the RBE scheduler assigns deadline to all packets, and because the system under study was not overloaded, RBE scheduling results in the smaller response times for real-time events than seen under EEVDF (at the cost non-real-time task performance).

4.5. Workload Performance under Server Based Allocation

When CBS server tasks were used for processing throughout the operating system and at the application layers, each server task was assigned a capacity equal to its application’s/function’s CPU utilization. The server’s period was made equal to the expected interarrival time of data (packets). Non-real-time tasks were again assigned to a server with capacity equal to the unreserved capacity of the CPU.

As expected, performance is good when work arrives in a well-behaved manner. In the case of the misbehaved file transfer, CBS also does a good job of isolating the other well-behaved tasks. The excess ftp packets are dropped at the IP layer and thus little overhead is incurred. In the case of bursty senders CBS scheduling outperforms EEVDF scheduling. This is because like RBE, scheduling of CBS tasks is largely event driven and hence CBS tasks respond quicker to the arrival of packets. Under EEVDF the rate at which the IP queue can be serviced is a function of the quantum size and the number of processes currently active (which determines the length of a scheduling “round” [4]). In general these parameters are not directly related to the real-time requirements of applications. Under CBS the service rate is a function of the server’s period which is a function of the expected arrival rate and thus is a parameter that is directly related to application requirements. For the choices of quantum size for EEVDF, and server period for CBS, good performance under CBS and poor performance under EEVDF results. However, we conjecture that is likely the case that these parameters could be tuned to reverse this result.

Although CBS outperforms EEVDF in terms of throughput, the results are mixed for response times for real-time tasks. Even when senders are well behaved some deadlines are missed under CBS. This results in a significant number of packets being processed later than with EEVDF or RBE scheduling. This is problematic since in these experiments the theory predicts that no deadlines should be missed. The cause of the problem here relates to the problem of accounting for the CPU time consumed when a CBS task executes. In the implementation of CBS, the capacity of a CBS task is updated only when the task sleeps or is awakened by the kernel. Because of this, many other kernel related functions that interrupt servers (e.g., Ethernet driver execution) are inappropriately charged to CBS tasks and hence bias scheduling decisions. This accounting problem is fundamental to the server-based approach and cannot be completely solved without significant additional mechanism (and overhead).

5. Hybrid Rate-Based Scheduling

The results of applying a single rate-based resource allocation policy to the problems of device, protocol, and application processing were mixed. When processing occurs at rates that match the underlying scheduling model (e.g., when work arrives at a constant rate), all the policies considered achieved real-time performance. When work
arrives for an application that exceeds the application’s rate specification or resource reservation, then only the CBS server-based scheme and the EEVDF proportional share scheme provide true isolation between well-behaved and misbehaved applications. When work arrives in a bursty manner, the quantum-based nature of EEVDF leads to less responsive protocol processing and more (unnecessary) packet loss. CBS performs better but suffers from the complexity of the CPU-time accounting problem that must be solved. RBE provides the best response times but only at the expense of decreased throughput for the non-real-time activities. The obvious question is whether or not there is utility in applying different rate-based resource allocation schemes in different layers of the kernel to better match the solution to a particular resource allocation problem to the characteristics of the problem.

To test this conjecture two hybrid rate-based FreeBSD systems were constructed. For application and system call level processing EEVDF scheduling was used. This choice was made because the quantum nature of EEVDF, while bad for intra-kernel resource allocation, is a good fit given the existing round-robin scheduling architecture in FreeBSD (and many other operating systems such as Linux). It is easy to implement and to precisely control and gives good real-time response when schedulable entities execute for long periods relative to the size of a quantum. For device and protocol processing inside the kernel both CBS and RBE scheduling were considered. Since the lower kernel layers operate more as an event driven system, a paradigm which takes into account the notion of event arrivals is appropriate. Both of these policies are also well-suited for resource allocation within the kernel because, in the case of CBS, it is easier to control the levels and degrees of preemption within the kernel and hence it is easier to account for CPU usage within the kernel (and hence easier to realize the results predicted by the CBS theory). In the case of RBE, processing within the kernel is more deterministic and hence RBE’s inherent inability to provide isolation between tasks that require more computation than they reserved is less of a factor.

The forms of hybrid rate-based resource allocation described here remains the topic of active study. Preliminary results show that when work arrives at well-behaved rates both CBS+EEVDF and RBE+EEVDF systems perform flawlessly. (Thus hybrid allocation performs no worse than the universal application of a single rate-based scheme throughout the system.) In the misbehaved ftp application case, both hybrid implementations provide good isolation, comparable to the best single-policy systems. However, in both hybrid approaches, response times and deadline miss ratios are now much improved. In the case of bursty arrivals, all packets are eventually processed and although many deadlines are missed, both hybrid schemes miss fewer deadlines than did the single-policy systems. Overall the RBE+EEVDF system produces the lowest overall deadline miss ratios. While we do not necessarily believe this is a fundamental result (i.e., there are numerous implementation details to consider), it is the case that the polling nature of the CBS server tasks increases response times over the direct event scheduling method of RBE.

6. Summary, Conclusions, and Future Work

Rate-based resource allocation schemes are a good fit for providing real-time services in distributed real-time and embedded systems. Allocation schemes exist that are a good fit for the scheduling architectures used in the various layers of a traditional monolithic UNIX kernel such as FreeBSD. Three such rate-based schemes were
considered: the *earliest eligible virtual deadline first* (EEVDF) fluid-flow paradigm, the *constant bandwidth server* (CBS) polling server paradigm, and the generalization of Liu and Layland scheduling known as *rate-based execution* (RBE). We compared their performance for three scheduling problems found in FreeBSD: application-level scheduling of user programs, scheduling the execution of system calls made by applications in the “top-half” of the operating system, and scheduling asynchronous events generated by devices in the “bottom-half” of the operating system. For each scheduling problem we considered the problem of network packet and protocol processing for a suite of canonical multimedia applications. We tested each implementation under three workloads: a uniform rate packet arrival process, a bursty arrival process, and a misbehaved arrival process that generates work faster than the corresponding application process can consume it.

The results were mixed. When work arrives at rates that match the underlying scheduling model (the constant rate senders case), all the policies we considered achieve real-time performance. When work arrives that exceeds the application’s rate specification, only the CBS server-based scheme and the EEVDF proportional share scheme provide isolation between well-behaved and misbehaved applications. When work arrives in a bursty manner, the quantum-based nature of EEVDF gives less responsive protocol processing and more packet loss. CBS performs better but suffers from CPU-time accounting problems that result in numerous missed deadlines. RBE provides the best response times but only at the expense of decreased throughput for the non-real-time activities.

We next investigated the application of different rate-based resource allocation schemes in different layers of the kernel and considered EEVDF proportional share scheduling of applications and system calls combined with either CBS servers or RBE tasks in the bottom half of the kernel. The quantum nature of EEVDF scheduling proves to be well suited to the FreeBSD application scheduling architecture and the coarser-grained nature of resource allocation in the higher-layers of the kernel. The event driven nature of RBE scheduling gives the best response times for packet and protocol processing. Moreover, the deterministic nature of lower-level kernel processing avoids the shortcomings observed when RBE scheduling is employed at the user-level.

In summary, we conclude that more research is needed on the design of rate-based resource allocation schemes that are tailored to the requirements and constraints of individual layers of an operating system kernel. All of the schemes we tested worked well for application-level scheduling (the problem primarily considered by the developers of each algorithm). However, for intra-kernel resource allocation, these schemes give significantly different results. By combining resource allocation schemes we are able to alleviate specific shortcomings, however, this is likely more accidental than fundamental as none of these policies were specifically designed for scheduling activities within the kernel. By studying these problems in their own right, significant improvements should be possible.
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Abstract. The constructive design of dependable distributed real-time systems out of prevalidated components requires precise interface specifications of the components in the temporal domain and in the value domain. This paper focuses on the temporal specification of interfaces in composable distributed real-time systems. It establishes four principles of composability and gives examples of common composability violations in existing systems. It then classifies interfaces from the point of view of composability and presents, in the final section, as an example, the rational for the interface design in the time-triggered architecture. The time-triggered architecture is a distributed architecture for dependable embedded systems that supports the principles of composability.

1 Introduction

One of the most pressing problems in the domain of distributed real-time systems relates to the constructive design of large systems out of independently developed pre-validated components. This problem appears in the literature under different names: composability, reuse of software, systematic integration, modularity, component-based design and many more. At the core of this problem is the provision of precise interface specifications, both in the value domain and in the temporal domain.

Composability has many facets. In this paper we focus on the temporal properties of interfaces as they relate to composability. Temporal properties of interfaces can only be specified at the architecture level if the architecture provides a global notion of time and supports a two-level design methodology: architecture design and component design must be strictly separable. The precise specification of the data properties and the temporal properties of the component interfaces, including an appropriate model for the interpretation of these data, must be developed during the architecture design phase. During component design, these interface specifications are considered to be the constraints that must be satisfied by the component implementation. Given the precise interface specification of existing components, it is also possible to determine if a given application architecture meets the specification of these components. This is an approach to the solution of the reuse problem.

It is the objective of this workshop contribution to investigate interface design and temporal composability issues in distributed real-time computer systems. The paper is organized as follows: Section two presents the system model, discussing the structure, the model of time, and the information types that are exchanged among the nodes of a distributed real-time system. Section three introduces the different interface types that must be supported in distributed real-time systems, defines the concept of compos...
ability, establishes four principles of composability, and reviews common temporal composability violations. Section four classifies existing interfaces according to the criteria that are relevant from the point of view of temporal composability. Finally, as a practical example, in Section five the rational for the design of the interfaces in the time-triggered architecture is presented. The paper closes with a conclusion in Section six.

2 System Model

In this section we present the system model and introduce the basic concepts that are used throughout this paper. These basic concepts are further refined in the context of the EU sponsored DSOS project [4].

2.1 Model of Time

Our model of time is based on Newtonian physics. Real time progresses along a dense timeline, consisting of an infinite set of instants, from the past to the future. A duration (or interval) is a section of the timeline, delimited by two instants. A happening that occurs at an instant (i.e., a cut of the timeline) is called an event. An observation of the state of the world is thus an event. The time-stamp of an event is established by assigning the state of the global time of the observing node to the event immediately after the event occurrence. An internal fault-tolerant synchronization algorithm established this global time. Due to the impossibility of synchronizing clocks perfectly and the denseness property of real time, there is always the possibility of the following sequence of events: clock in node $j$ ticks, event $e$ occurs, clock in node $k$ ticks. In such a situation, the single event $e$ is time-stamped by the two clocks $j$ and $k$ with a difference of one tick. The finite precision of the global time-base and the digitalization of the time makes it impossible in a distributed system to order events consistently on the basis of their global time-stamps. This problem is solved by the introduction of a sparse time base [5], p.55. In the sparse-time model the continuum of time is partitioned into an infinite sequence of alternating durations of activity and silence as shown in Fig. 1. The duration of the activity interval, i.e., a granule of the global time, must be larger than the precision of the clock synchronization.

From the point of view of temporal ordering, all events that occur within a duration of activity are considered to happen at the same time. Events that happen in the distributed system at different nodes at the same clock-tick are thus considered simultaneous. Events that happen during different durations of activity and are separated by the required interval of silence can be temporally ordered on the basis of their global timestamps. The architecture must make sure that significant events, such as the sending of a message, occur only during an interval of activity. The timestamps of events that are outside the control of the distributed computer system (and therefore happen on a dense timeline) must be assigned to an agreed duration of activity by an agreement protocol.
2.2 RT Entities and RT Images

A distributed real-time computer system is modeled by a set of nodes that are interconnected by a real-time communication system as shown in Fig. 2. All nodes have access to the global time. A node consists of a communication controller (CC) and a host computer. The common boundary between the communication controller and the host computer within a node is called the communication network interface CNI (thick black line in Fig. 2).

The dynamics of a real-time application is modeled by a set of relevant state variables, the real-time (RT) entities, that change their state as time progresses. Examples of RT entities are the flow of a liquid in a pipe, the setpoint of a control loop or the intended position of a control valve. An RT entity has static attributes that do not change during the lifetime of the RT entity, and has dynamic attributes that change with time. Examples of static attributes are the name, the type, the value domain, and the maximum rate of change. The value set at a particular instant is the most important dynamic attribute. Another example of a dynamic attribute is the rate of change at a chosen instant.

The information about the state of an RT entity at a particular instant is captured by the notion of an observation. An observation is an atomic data structure

\[ \text{Observation} = <\text{Name}, t_{obs}, \text{Value}> \]

consisting of the name of the RT entity, the point in real time when the observation was made \( t_{obs} \), and the observed value of the RT entity. A continuous RT entity can
be observed at any instant while a discrete RT entity can only be observed when the state of this RT is not changing.

A real-time (RT) image is a temporally accurate picture of an RT entity at instant $t$, if the duration between the time-of-observation and the instant $t$ is less than the accuracy interval $d_{acc}$, which is an application specific parameter associated with the given RT entity. An RT image is thus valid at a given instant if it is an accurate representation of the corresponding RT entity, both in the value and the time domains [8]. While an observation records a fact that remains valid forever (a statement about an RT entity that has been observed at an instant), the validity of an RT image is time-dependent and thus likely to be invalidated by the progression of real-time.

At the communication network interfaces (CNI) within a node, the pictures of the RT entities are periodically updated by the real-time communication system to establish temporally accurate RT-images of the RT-entities. The computational tasks within the host of a node take these temporally accurate RT-images as inputs to calculate the required outputs within an a priori known worst-case execution time (WCET). The outputs of the host are stored in the CNI and transported by the time-triggered communication system to the CNIs of other nodes at a priori determined instants. The interface nodes transform the received data to/from the representation required by the controlled object or the human operator and activate control actions in the physical world.

### 2.3 State-Information versus Event-Information

The information that is exchanged across an interface is either state information or event information, as explained in the following paragraphs. Any property of a real-time (RT) entity (i.e., a relevant state variable) that is observed by a node of the distributed real-time system at a particular instant, e.g., the temperature of a vessel, is called a state attribute and the corresponding information state information. A state observation records the state of a state variable at a particular instant, the point of observation. A state observation can be expressed by the atomic triple

$$<\text{Name of the observed state variable, observed value, time of observation}>$$

For example, the following is a state observation: “*The position of control valve A was at 75 degrees at 10:42 a.m.*” State information is idempotent and requires an at-least once semantics when transmitted to a client. At the sender, state information is not consumed on sending and at the receiver, state information requires an update-in-place and a non-consumable read. State information is transmitted in state messages.

A sudden change of state of an RT entity that occurs at an instant is an event. Information that describes an event is called event information. Event information contains the difference between the state before the event and the state after the event.

An event observation can be expressed by the atomic triple

$$<\text{Name of the observed state variable, value difference, time of event}>$$
For example, the following is an event observation: “The position of control valve A changed by 5 degrees at 10:42 a.m.” Event observations require exactly-once semantics when transmitted to a consumer. At the sender, event information is consumed on sending and at the receiver, event information must be queued and consumed on reading. Event information is transmitted in event messages.

Periodic state observations or sporadic event observations are two alternative approaches for the observation of a dynamic environment in order to reconstruct the states and events of the environment at the observer [12]. Periodic state observations produce a sequence of equidistant “snapshots” of the environment that can be used by the observer to reconstruct those events that occur within a minimum temporal distance that is longer than the duration of the sampling period. Starting from an initial state, a complete sequence of (sporadic) event observations can be used by the observer to reconstruct the complete sequence of states of the RT entity that occurred in the environment. However, if there is no minimum duration between events assumed, the observer and the communication system must be infinitely fast.

3 Temporal Composability

In many engineering disciplines, large systems are built by the constructive integration of well-specified and pre-tested subsystems, called components. The components are characterized by their physical parameters and the services they provide across well-specified interfaces. In a composable architecture, this integration should proceed without unintended side effect. In this section we analyze the interface issues that have to be addressed if temporal composability of information processing components is to be attained. An information processing component can guarantee the timely specified service (post-conditions) only if the required inputs are provided on time (pre-conditions) and if the necessary computational resources are available.

From the point of view of the analysis of a composable architecture, it is reasonable to distinguish between the following two service classes of an integrated distributed control system:

1. **Prior Services**: Given a component that has been developed independently to provide a specified service, e.g., the control of an engine by an engine-control system. This service has been validated at the component level and is thus available prior to the integration of the component into an integrated control system. We call such a service a prior service.

2. **Emerging Services**: The integration of components into a system generates new services that are more than the sum of the prior services. Take the example of a car: The integration of the four wheels, the chassis and the engine, all individual components, give rise to a new level of service, the transport service, that was not present at the component level. We call these additional services that come about by the integration the emerging services.

In a distributed real-time computer system, the emerging services are the result of information exchanges among the interacting nodes across the component interfaces. Therefore, the communication system plays a central role in determining the composability of distributed computer architecture.
3.1 Component Interfaces

From the point of view of complexity management and composability, it is useful to distinguish between three different types of interfaces of a component: the real-time-service (RS) interface, the diagnostic and management (DM) interface, and the configuration planning (CP) interface [7]. For the temporal composability, the most important interface is the RS interface.

The Real-Time-Service (RS) Interface: The RS interface provides the timely real-time services to the component environment during the operation of the system. In real-time systems it is a time-sensitive interface that must meet the temporal specification of the architecture in all specified load and fault scenarios. The composability of architecture depends on the proper support of the specified RS interface properties (in the value and in the temporal domain) during the operation. From the point of view of a user, the internals of the component are not visible, since they are hidden behind the RS interface.

The Diagnostic and Management (DM) Interface: The DM interface opens a communication channel to the internals of a component. It is used for setting component parameters and for retrieving information about the internals of the component, e.g., for the purpose of internal fault diagnosis. The maintenance engineer that accesses the component internals via the DM interface must have detailed knowledge about the internal structure and behavior of the component. The DM interface is not contributing to the composability. Normally, the DM interface is not time-critical.

The Configuration Planning (CP) Interface: The CP interface is used to connect a component to other components of a system. It is used during the integration phase to generate the “glue” between the nearly autonomous components. The use of the CP interface does not require detailed knowledge about the internal operation of a component. The CP interface is not time critical.

3.2 The Principles of Composability

In a distributed real-time system the components interact via a communication system to provide the emergent real-time services. These emerging services depend on the timely provision of the real-time information at the RS interfaces of the components. For an architecture to be composable, it must adhere to the following four principles with respect to the RS-interfaces:

1. Independent development of components.
2. Stability of prior services.
3. Constructive integration of the components to generate the emerging services.
4. Replica determinism

Independent Development of Components: A composable architecture must distinguish sharply between architecture design and component design. Principle one of a composable architecture is concerned with design at the architecture level. Components can only be designed independently of each other, if the architecture supports the precise specification of all component services at the level of architecture design. In a real-time system the RS-interface specification of a component must comprise the precise CNI specification in the value domain and in the temporal domain and a proper abstract model of the component service, as perceived by the user of the com-
ponent. Only then is the component designer in the position to know exactly what can be expected from the environment and what must be delivered by the component.

**Stability of Prior Services:** Principle two of a composable architecture is concerned with the design at the component level. A component is a nearly autonomous subsystem that comprises the hardware, the operating system and the application software. The component must provide the intended services across the well-specified component interfaces. The design of the component can take advantage of any established software engineering methodology, such as object based design methods. The stability-of-prior-service principle ensures that the validated service of a component—both in the value domain and in the time domain—is not refuted by the integration of the component into a system. For example, the integration of a self-contained component, e.g., an engine controller, into the integrated vehicle control system may require additional computational resources of the component to service the RS-interface, both in processing time and in memory space. Consider the case where the CNI is based on a queue of messages that must be maintained by the host computer: memory space for the queue must be allocated by the component-local operating system and processing time of the host processor for the management of the queue must be made available. In a time-critical component it may happen that these additional resource requirements that are needed for the timely interface service, are in conflict with the resource requirements of the application software that implements the prior services of the component. In such a situation, failures in the component services may occur sporadically.

**Constructive Integration:** Principle three of a composable architecture is concerned with the design of the communication system. Normally, the integration of the components into the system follows a step-by-step procedure. The constructive integration principle requires that if $n$ components are already integrated, the integration of the $n+1$ component may not disturb the correct operation of the $n$ already integrated components. The constructive-integration principle ensures that this integration activity is linear and not circular.

This constructive integration principle has severe implications for the management of the network resources. If network resources are managed dynamically, it must be ascertained that even at the critical instant, i.e., when all components request the network resources at the same point in time, the timeliness of all communication requests can be satisfied. Otherwise sporadic failures will occur with a failure rate that is increasing with the number of components integrated.

![Fig. 3. Maximum network delay at critical instant as a function of the number of nodes.](image-url)
For example, if a real-time service requires that the maximum latency of the network must always remain below a critical upper limit (because otherwise a local timeout within the component may signal a communication failure) then the dynamic extension of the network latency by adding new components may be a cause of concern. In a dynamic network the message delay at the critical instant (when all components request service at the same instant) increases with the number of components. The system of Fig. 3 will work correctly with up to four components. The addition of the fifth component may lead to sporadic failures.

Other applications, e.g., when a time-sensitive control loop is closed by the network, may require a network of known and constant jitter in order to support this principles of constructive integration.

**Replica Determinism:** If fault-tolerance is implemented by the replication of components, then the architecture and the components must support replica determinism. A set of replicated components is *replica determinate* [10] if all the members of this set have the same externally visible state, and produce the same output messages at points in time that are at most an interval of $d$ time units apart (as seen by the omniscient outside observer). In a fault-tolerant system, the time interval $d$ determines the time it takes to replace a missing message or an erroneous message from a node by a correct message from redundant replicas. The implementation of replica determinism is simplified if all components have access to a globally synchronized sparse time base.

### 3.3 Common Composability Violations

In this section we elaborate on some common scenarios that can lead to sporadic composability violations. To be able to illustrate these scenarios on a concrete example, let us assume a distributed system consisting of set of 10 nodes that are connected by a CAN based [2] communication network that can transport up to 5000 broadcast messages per second (in this system it takes $200 \mu$sec to transport a single message).

**Missing Temporal Interface Specification:** Many of the present event-triggered architectures do not provide the capability to define the temporal properties of the CNIs with the required rigor. The exact points in time when messages are expected to arrive or are supposed to be sent by a component, and the phase relationships between the messages are not contained in many CNI specifications because there exists no notion of a global time. This lose specification of the CNIs makes it difficult for the component designer to thoroughly validate a component behavior in isolation, i.e., outside the system context. For example, if the peak-load scenario of service requests to a component (rate and phase relationships between the requests) is not precisely specified at the architecture level (this cannot be done in a CAN system), then vague assumptions about the system context of component use may replace the missing interface specifications. Such a component cannot be validated independently and may not operate correctly in another system context. The principle of *Independent Development of Components* is thus violated.

**Excessive Sending Delay:** In a system where the communication channel is shared dynamically between the nodes, the maximum sending delay for all but the highest priority message depends on the number of nodes and the sending activity of each node. Even if we assume that a node will not send another message before his previous message has been transmitted [11] (an assumption that is not enforced by the
CAN protocol, but is enforced by other protocols, e.g., the ARINC 629 [1]) the worst case sending delay (disregarding the occurrence of transmission failures) at the critical instant will be

\[(n+1) \times 200 \, \mu\text{sec}\]

If a critical application timeout in the system is around 1000\,\mu\text{sec}, the system will violate the constructive integration principle if more than 5 nodes are connected. The reproduction of such a failure will be difficult, because the occurrence of the failure is dependent on the temporal phase relationship among the send operation of the sending nodes. If the above assumption on the minimum time between the message transmissions of a single host is not maintained, a host can monopolize all other hosts by sending a sequence of high-priority message (starvation of the other hosts).

**Sporadic Interruptions of Time-sensitive Host Tasks:** Another composability violation can occur due the unplanned interruption of a time-sensitive task by the sporadic arrival of messages. Assume that worst-case execution time of a time-critical task has been carefully analyzed and a correct schedule has been designed in the order that the task meets its deadline. If the execution time of this task is extended by an interrupt service routine that responds to an unplanned interrupt from the communication controller or some other source, then the task will miss its critical deadline. In this scenario the stability of prior service principle is violated.

**Excessive Load:** Every host computer has a finite processing capacity. In a real-time node, a known proportion of this processing capacity is allocated for application scheduling such that all real-time tasks will meet their deadline. Another proportion is reserved for the middleware to service the input/output system and perform the housekeeping functions within the host. If the load generated by the input-output system, i.e., the number of arriving messages that must be handled by the middleware, is excessive, then the host will enter an overload situation and will lose messages or miss deadlines of time-critical tasks. In the above example, the raw communication system is capable to deliver 5000 messages a second to each node. In order to protect the node from such a heavy load, the CAN protocol contains a filter mechanism to discard messages the node is not interested in before they are transferred to the CNI. If these filters are not set correctly and the host will receive more messages than it can process, either the queues will grow beyond their limits and messages will be lost or application tasks will miss their deadlines. The principle of constructive integration or stability of prior service principle is violated.

**Dense Time-base:** If the time-base of the global time in a distributed system is dense [5], then it is in general not possible to generate a consistent temporal order on the basis of the time-stamps. (A consistent temporal order of events can only be established if the time-base is sparse.) An inconsistent order of events can lead to a loss of replica determinism and, in consequence of the planned fault-tolerance [10]. The principle of replica determinism is thus violated.

### 4 Interface Classification

A system architect has many design choices for the layout of the communication network interface (CNI). In this section we elaborate on these design choices. Our main interest is an interface that supports, at the transport level, a unidirectional data flow.
4.1 State Message versus Event Message

The CNI can be designed to handle the incoming and outgoing messages as state messages or as event messages.

**State Message:** A state message is a periodic time-triggered message that copies the sending buffer at the sender without consuming the message and delivers the message at the receiver by overwriting the single receive buffer. A state message interface is intended to transfer state information (see Sect. 2.3). The semantics of state messages is closely related to the semantics of a variable in a programming language. Since only the “freshest” state message is contained in the CNI, no queues are needed at the sender or the receiver. State messages do not require a tight synchronization between sender and receiver. The sender is not required to update the send buffer between send operations. The receiver is not required to read every arriving state message. The receiver can read a given state message more than once. At the a priori specified send and receive instants (which are contained in the communication system), the state message is copied by the communication system from the send buffer and is delivered to the receiver by overwriting the receive buffer atomically.

**Event Message:** An event message is a sporadic event-triggered message that consumes the message at the sender from a send queue and delivers the message at the receiver by adding the message to the receive queue. An event message interface is intended to transfer event information (see Sect. 2.3). The instant of sending the event message is determined by the occurrence of the relevant event (e.g., the execution of a send statement) at the sending host. The receiver is required to eventually read every incoming event message, thus implying a one-to-one synchronization between send operations at the sender and the receive operations at the receiver. Since event messages contain event information (i.e., the difference between the old and new state—see Sect. 2.3), an exactly once semantics must be implemented. Since it is not known a priori when an event message is supposed to arrive at a receiver, bidirectional error detection protocol must be implemented to detect the loss of an event message, even if the information transfer is only uni-directional [6].

4.2 Information Push versus Information Pull

The CNI can be designed to handle the incoming and outgoing messages according to the information-push model or the information-pull model [3].

**Information Push:** The information push model presumes that the sender presses the information on the receiver. According to this model, an incoming message will trigger a control (interrupt) signal across an interface as soon as it arrives to alert the receiver.

**Information Pull:** The information pull model assumes that the receiver periodically or sporadically interrogates a data structure to find out whether new information is available.

In a distributed real-time system, the information-push model is ideal from the point of view of the sender and the information-pull model is ideal from the point of view of the receiver, since a time-critical task of the receiver will never be interrupted by an incoming (pushed) message.
4.3 Elementary versus Composite Interface

We call a unidirectional data-flow interface *elementary*, if the there is also a unidirectional control flow [6]. An interface that supports periodic state message with error detection at the receiver is an example of an elementary interface.

We call a data-flow interface *composite*, if even a unidirectional data flow requires a bi-directional control flow. An event-message interface with error detection is an example for a composite interface. Composite interfaces are inherently more complex than elementary interfaces, since the correct operation of the sender depends on the control signals from the receiver. This can be a problem in multicast communication since many control messages are generated for every unidirectional data transfer, and each one of the receivers can affect the operation of the sender. Multicast communication is common in distributed real-time systems.

4.4 Error Detection and Error Handling

Interfaces can be classified according to the mechanisms they contain for error detection and error handling. In non-real-time communication systems, where most information exchanges are based on event messages, error detection and error handling are often lumped together into a single protocol. After an erroneous message is detected, the retransmission of this message is requested in order to correct the error (time-redundancy). In real-time systems, where time is a critical resource, the automatic application of time redundancy may be counter-productive. For example, if a time-triggered message containing the most recent sensor reading is corrupted, it makes more sense to wait for the next message then to try to retransmit the original message, which may have lost its temporal accuracy already by the time it is retransmitted (see Sect. 2.4).

**Error Detection:** Every interface should contain mechanisms to detect errors and to inform its client about a detected errors. In real-time systems, prompt error detection at the receiver is more important than error detection at the sender [5], because in many cases the receiver can initiate application specific error handling actions as soon as the error has been detected.

**Error Handling:** In distributed real-time systems, the mechanisms for error handling should be separated from the mechanisms for error detection.

5 Interfaces in the TTA

In this section we explain which design decisions have been taken during the interface design of the time triggered architecture (TTA). The TTA is a distributed computer architecture for the implementation of dependable real-time systems [5]. Safety, composability, and flexibility (in this order) have been the objectives during architecture design.

5.1 The Time-Triggered Architecture

Characteristic of the TTA is the availability of a global time of known precision in every node of the distributed computer system. A large TTA system can be decom-
posed into a set of nearly autonomous clusters that are linked by replicated gateway components. Fault tolerance is achieved at the cluster level by replicating the nodes within a cluster and by replicating the communications channels between the nodes.

A TTA cluster consists of a set of TTA nodes connected by means of replicated communications channels. A TTA node comprises a host computer and a communications controller (as shown in Fig. 1) with two bi-directional communication ports. Each one of these two ports is connected to an independent channel of a dual-channel broadcast system. The TTA distinguishes between two types of nodes, core nodes (c-nodes) and non-core (nc-nodes). A c-node participates in the provision of the system services, i.e., clock synchronization and membership. An nc-node takes advantage of the global time established by the c-nodes and is allowed to transmit in its \textit{a priori} determined transmission slot. Nc-nodes are not participating in the distributed clock synchronization and membership. The decision whether a node is a c-node or an nc-node is made \textit{a priori} and stored in a controller internal data structure before run time. The TTA monitors the behavior of all nodes and ensures the integrity of the temporal and spatial partitions. In the following we consider a TTA cluster that consists of c-nodes only.

A TTA node considers a transmission successful, as judged by the receiver, if one syntactically correct message is received on at least one of the two communications channels. Communication on the broadcast system proceeds according to an \textit{a priori} established time-division multiple access (TDMA) scheme stored in the controller-internal data structure called MEDL (message descriptor list). The TDMA scheme divides time into slots. Every slot is assigned to a TTA node, which is exclusively granted write permission to the broadcast system during the slot. The slots are grouped into rounds: during a (TDMA) round every TTA node is granted write permission exactly once. Furthermore, nodes always send in the same relative slot of a round and, finally, the slots assigned to a particular node have always the same length. A distributed fault-tolerant clock synchronization algorithm, which is executed among the ensemble of c-nodes, establishes the global time, which is necessary for the execution of the TDMA scheme.

A cluster cycle comprises several TDMA rounds and – similar to the TDMA round, which multiplexes the broadcast system between several nodes – multiplexes the slots assigned to a node in succeeding TDMA rounds between different messages produced by the respective node.

Since every node has knowledge of the complete TDMA scheme (and not only of the slots assigned to the respective node itself), nodes know \textit{a priori} when a message must be sent or received. This knowledge is used for a number of purposes since it allows

1. deriving the sender identification from the reception time of a message, (there is thus no need for transmitting the sender identification explicitly)
2. deriving the message identification from the reception time (there is no need for transmitting explicit message identifications)
3. immediate error detection at the receiver if a correct message does not arrive at the \textit{a priori} specified receive time.

Error detection at the receiver it realized by the membership protocol which is an integral part of the TTA. The TTA provides a consistent distributed computing base to all nodes and informs the nodes if the consistency cannot be maintained because of the occurrence of more failures than specified in the fault hypothesis.
5.2 Temporal Firewalls

The TTA provides a layered communication service based on elementary interfaces as shown in Fig. 4. The transport layer carries autonomously—driven by its time-triggered schedule—state messages from the sender’s CNI to the receiver’s CNI. The sender can deposit the information into its CNI according to the information push paradigm, while the receiver must pull the information out of its CNI. Since no control signals cross the CNI, control-error propagation is eliminated by design. We call an interface that prevents control-error propagation a temporal firewall [9].

This basic layer can be used for the provision of the predictable real-time (RS) service interface. On input, the precise interface specifications (in the temporal and value domain) are the pre-conditions for the correct operation of the host software. On output, the precise interface specifications are the post-conditions that must be satisfied by the host, provided the preconditions have been satisfied by the host environment. Since the bandwidth is allocated statically to the host, no starvation of any host can occur due to the high-priority message transmission from other hosts.

![Fig. 4. Data flow (full line) and control flow (dashed line) at an TTA interface](image)

5.3 Event-Triggered Channels

Whereas the time-critical RS service can be satisfied by the time-triggered basic TTA communication layer, the non-time-critical DM and the CP service require an event-triggered communication service. The TTA provides these event triggered communication service by implementing event-triggered channels on top of the basic time-triggered layer. For this purpose, message queues and message filtering are implemented in the communication subsystem at the sender and at the receiver. A portion of the bandwidth of the time-triggered slots of every node is allocated to this event-triggered channel. The clock synchronization and the membership service of the basic TTA are used to implement error detection and retransmission of the event messages in the event-triggered channels. In order to avoid an information-push interface at the receiver, the message queue at the receiver must be configured such that the host processor at the receiver will never be interrupted during the processing of time-critical tasks. From a host-local scheduling point of view, this communication architecture is attractive: Within every cycle, the host can first process the time-critical messages and, in the remaining time before the next cycle starts, empty the receive queue of non-time critical event messages.
6 Conclusions

The solution of the composability problems in large distributed real-time systems requires an appropriate architecture that supports the precise specification of the component interfaces in the temporal domain and in the value domain. At the receiver site, incoming information should be handled according to the information-pull paradigm, which assures that no time-critical task of the receiver is interrupted by the sporadic arrival of messages. Time-critical information should be transmitted in state messages that are periodically updated by an autonomous time-triggered communication system. Non time-critical information can be transported in the form of event messages which are queued inside the communication system until the receiver is in the position to pull the incoming information out of this queue.
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Abstract. We present a framework to extend the concept of type systems in programming languages to capture the dynamic interaction in component-based design, such as the communication protocols between components. In our system, the interaction types and the dynamic behavior of components are defined using interface automata - an automata-based formalism. Type checking, which checks the compatibility of a component with a certain interaction type, is conducted through automata composition. Our type system is polymorphic in that a component may be compatible with more than one interaction type. We show that a subtyping relation exists among various interaction types and this relation can be described using a partial order. This system-level type order can be used to facilitate the design of polymorphic components and simplify type checking. In addition to static type checking, we also propose to extend the use of interface automata to the on-line reflection of component states and to run-time type checking. We illustrate our framework using a component-based design environment, Ptolemy II, and discuss the trade-offs in the design of system-level type systems.

1 Introduction

Type systems are one of the most successful formal methods in software design. Modern polymorphic type systems, with their early error detection capabilities and the support for software reuse, have led to considerable improvements in development productivity and software quality.

For embedded systems, component-based design is established as an important approach to handle complexity. In this area, type systems can be used to greatly improve the quality of design environment. Fundamentally, a type system detects mismatch at component interfaces and ensures component compatibility. Interface mismatch can happen at (at least) two different levels. One is the data type level. For example, if a component expects to receive an integer at its input, but another component sends it a string, then the first component may not be able to function correctly. Many type system techniques in general purpose languages can be applied effectively to ensure compatibility at this level (see [15] and the references therein). The other level of mismatch is the dynamic interaction behavior, such as the communication protocol the components use to exchange data. Since embedded systems often have many concurrent computational activities and mix widely differing operations, components may follow widely different communication protocols. For example, some might use synchronous interaction (rendezvous) while others use asynchronous message passing (see [8] for many more examples). So far, most type system research for component-
based design, as well as for general purpose languages, concentrates on data types, and leaves the checking of dynamic behavior to other techniques.

In this paper, we extend the concept of type systems to capture the dynamic aspects of component interaction. We call the result system-level types [10]. In our approach, different interaction types and the dynamic behavior of components are described by automata, and type checking is conducted through automata composition. In this paper, we choose a particular automata model called interface automata [4] to define types. The particular strength of interface automata is their composition semantics.

Traditionally, automata models are used to perform model checking at design time. Here, our emphasis is not on model checking to verify arbitrary user code, but rather on compatibility of the composition of pre-defined types. As such, the scalability of the methods is much less an issue, since the size of the automata in question is fixed. We also propose to extend the use of automata to on-line reflection of component state, and to do run-time type checking. To explore these concepts, we have built an experimental platform based the Ptolemy II component-based design environment [3].

We have found that the design of system-level types shares the same goals and trade-offs with the design of a data-level type system. At the data level, research has been driven to a large degree by the desire to combine the flexibility of dynamically typed languages with the security and early error-detection potential of statically typed languages [13]. As mentioned earlier, modern polymorphic type systems have achieved this goal to a large extend. At the system-level, type systems should also be polymorphic to support component reuse while ensuring component compatibility.

In programming languages, there are several kinds of polymorphism. In [1], Cardelli and Wegner distinguished two broad kinds of polymorphism: universal and ad hoc polymorphism. Universal polymorphism is further divided into parametric and inclusion polymorphism. Parametric polymorphism is obtained when a function works uniformly on a range of types. Inclusion polymorphism appears in object oriented languages when a subclass can be used in place of a superclass. Ad hoc polymorphism is also further divided into overloading and coercion. In systems with subtyping and coercion, types naturally form a partial order [2]. For example, in object-oriented languages, the partial order is the inheritance hierarchy, and in languages that support type conversion, the relation in the partial order is the conversion relation, such as int ≤ double, which means that an integer can be converted to a double. This latter relation is sometimes considered as subtyping between primitive data types [12]. In the Ptolemy II data type system, the type hierarchy if further constrained to be a lattice, and type constraints are formulated and solved over the lattice [15].

We form a polymorphic type system at the system-level through an approach similar to subtyping. Using the alternating simulation relation of interface automata, we organize all the interaction types in a partial order. Given this hierarchy, if a component is compatible with a certain type \( A \), it is also compatible with all the subtypes of \( A \). This property can be used to facilitate the design of polymorphic components and simplify type checking.

Even with the power of polymorphism, no type system can capture all the properties of programs and allow type checking to be performed efficiently while keeping the language flexible. So the language designer always has to decide what properties to
include in the system and what to leave out. Furthermore, some properties that can be captured by types cannot be easily checked statically before the program runs. This is either because the information available at compile time is not sufficient, or because that checking those properties is too costly. Hence, the designer also needs to decide whether to check those properties statically or at run time. Any type system represents some compromise. For example, array bound checking is very helpful in detecting program errors, but it is hard to do efficiently by static checks. Some languages, such as C, do not perform this check. Other languages, such as ML and Java, perform the check, but at run time, and at the cost of run time performance. Some researchers propose to perform this check at compile time [14], but the technique requires the programmer to insert annotations in the source code, since modern languages do not include array bounds in their type systems.

Type systems at the system-level have similar trade-offs. Among all the properties in a component-based design environment, we choose to check the compatibility of communication protocols as the starting point. This is because communication protocols are the central piece in many models of computation [8] and determine many other properties in the models. Our type system is extensible so other properties, such as deadlock in concurrent models, can be included in type checking. Another reason we choose to check the compatibility of communication protocols is that it can be done efficiently, when a component is inserted in a model. More complicated checking may need to be postponed to run time.

The rest of this paper is organized as follows. Section 2 describes Ptolemy II, with emphasis on the implementation of various communication protocols. Section 3 gives an overview of interface automata. Section 4 presents our system-level type system, including the type definition, the type hierarchy and some type checking examples. Section 5 discusses the trade-offs in the design of system-level types and run-time type checking. The last section concludes the paper and points out our future research directions.

2 Ptolemy II - A Component-Based Design Environment

Ptolemy II [3] is a system-level design environment that supports component-based heterogeneous modeling and design. The focus is on embedded systems. In Ptolemy II, components are called actors, and the channel of communication between actors is implemented by an object called a receiver, as shown in figure 1. Receivers are contained in IOPorts (input/output ports), which are in turn contained in actors.

![Fig. 1. A simple model in Ptolemy II.](image-url)
Ptolemy II is implemented in Java. The methods in the receiver are defined in a Java interface Receiver. This interface assumes a producer/consumer model, and communicated data is encapsulated in a class called Token. The put() method is used by the producer to deposit a token into a receiver. The get() method is used by the consumer to extract a token from the receiver. The hasToken() method, which returns a boolean, indicates whether a call to get() will trigger a NoTokenException.

Aside from assuming a producer/consumer model, the Receiver interface makes no further assumptions. It does not, for example, determine whether communication between actors is synchronous or asynchronous. Nor does it determine the capacity of a receiver. These properties of a receiver are determined by concrete classes that implement the Receiver interface. Each one of these concrete classes is part of a Ptolemy II domain, which is a collection of classes implementing a particular model of computation. In each domain, the receiver determines the communication protocol, and an object called a director controls the execution of actors. From the point of view of an actor, the director and the receiver form its execution environment.

Each actor has a fire() method that the director uses to start the execution of the actor. During the execution, an actor may interact with the receivers to receive or send data. Some of the domains in Ptolemy II are:

- **Communicating Sequential Processes (CSP):** As the name suggests, this domain implements a rendezvous-style communication (sometimes called synchronous message passing), as in Hoare’s communicating sequential processes model [5]. In this domain, the producer and consumer are separate threads executing the fire() method of the actors. Which ever thread calls put() or get() first blocks until the other thread calls get() or put(). Data is exchanged in an atomic action when both the producer and consumer are ready.

- **Process Networks (PN):** This domain implements the Kahn process networks model of computation [6]. The Ptolemy II implementation is similar to that by Kahn and MacQueen [7]. In that model, just like CSP, the producer and consumer are separate threads executing the fire() method. Unlike CSP, however, the producer can send data and proceed without waiting for the receiver to be ready to receive data. This is implemented by a non-blocking write to a FIFO queue with (conceptually) unbounded capacity. The put() method in a PN receiver always succeeds and always returns immediately. The get method, however, blocks the calling thread if no data is available. To maintain determinacy, it is important that processes not be able to test a receiver for the presence of data. So the hasToken() method always returns true. Indeed, this return value is correct, since the get() method will never throw a NoTokenException. Instead, it will block the calling thread until a token is available.

- **Synchronous Data Flow (SDF):** This domain supports a synchronous dataflow model of computation [9]. This is different from the thread-based domains in that the producer and consumer are implemented as finite computations (firings of a dataflow actor) that are scheduled (typically statically, and typically in the same thread). In this model, a consumer assumes that data is always available when it calls get() because it assumes that it would not have been scheduled otherwise. The capacity of the receiver can be made finite, statically determined, but the
scheduler ensures that when put() is called, there is room for a token. Thus, if scheduling is done correctly, both get() and put() succeed immediately and return.

- **Discrete Event (DE):** This domain uses timed events to communicate between actors. Similar to SDF, actors in the DE domain implement finite computations encapsulated in the fire() method. However, the execution order among the actors is not statically scheduled, but determined at run time. Also, when a consumer is fired, it cannot assume that data is available. Very often, when an actor with multiple input ports is fired, only one of the ports has data. Therefore, for an actor to work correctly in this domain, it must check the availability of a token using the hasToken() method before attempting to get a token from the receiver.

As can be seen, different domains impose different requirements for actors. Some actors, however, can work in multiple domains. These actors are called **domain-polymorphic** actors. One of the goals of the system-level type system is to facilitate the design of domain-polymorphic actors.

In Ptolemy II, there are more than ten domains implementing various models of computation, including the ones discussed above. One of these domains implements interface automata.

### 3 Overview of Interface Automata

#### 3.1 An Example

Interface automata [4] are a light-weight formalism for the modeling of components and their environments. As other automata models, interface automata consist of states and transitions\(^1\), and is usually depicted by bubble-and-arc diagrams. There are three different kinds of transitions in interface automata: input, output, and internal transitions. When modeling a software component, input transitions correspond to the invocation of methods on the component, or the returning of method calls from other components. Output transitions correspond to the invocation of methods on other components, or the returning of method calls from the component being modeled. Internal transitions correspond to computations inside the component.

For example, figure 2 shows the interface automata model for an implementation of the consumer actor in figure 1. This figure is a screen shot of Ptolemy II. The convention in interface automata is to label the input transitions with an ending “?”, the output transitions with an ending “!” and internal transitions with an ending “;”.

\(^1\) Transitions are called actions in [4].
• \( hTF \): the value \( false \) returned from the hasToken() call, meaning that the receiver does not contain any token.

The initial state is state 0. When the actor is in this state, and the fire() method is called, it calls get() on the receiver to obtain a token. After receiving the token in state 3, it performs some computation, and returns from fire(). This example illustrates an important characteristic of interface automata. That is, they do not require all the states to accept all inputs. In figure 2, the input \( f \) is only accepted in state 0, but not in any other states. This is opposed to other automata-based formalisms, such as I/O automata [11], where every input must be enabled at every state. By not requiring the model to be input enabled, interface automata models are usually more concise, and do not include states that model error conditions. In fact, interface automata take an optimistic approach for modeling, and they reflect the intended behavior of components under a good environment.

In the SDF domain, an actor assumes that its fire() method will not be called again if it is already inside this method. Also, the scheduler guarantees that data is available when a consumer is fired, so the transition from state 2 to state 3 assumes that the receiver will return a token. An error condition, such as the receiver throws NoToken-Exception when get() is called, is not explicitly described in the model.

3.2 Composition and Compatibility

Two interface automata can be composed if their transitions are disjoint, except that an input transition of one may coincide with an output transition of the other. These overlapping transitions are called shared transitions. Shared transitions are taken synchronously, and they become internal transitions in the composition. Figure 3 shows two automata that can be composed with the automaton in figure 2. These two automata do not correspond to real Ptolemy II components, we just use them to illustrate automata composition. The \texttt{DirectorA} in figure 3(a) calls the fire() method of the SDFActor, then expects the call to return. When composed with the \texttt{SDFActor} automaton, \( f \) and \( fR \)
are shared transitions, and the composition result is shown in figure 4(a). The DirectorB in figure 3(b) may call the fire() method again before the first call returns. When this automaton is composed with SDFActor, it may issue an output that the SDFActor does not accept. For example, when both automata are in state 1, DirectorB may issue f, which SDFActor does not accept. This means that the pair of states (1, 1) in the composition (DirectorB, SDFActor) is illegal.

In interface automata, illegal states are pruned out in the composition. Furthermore, all states that can reach illegal states through output or internal transitions are also pruned out. This is because the environment cannot prevent the automatons from entering illegal states from these states. As a result, the composition of DirectorB and SDFActor is an empty automaton without any states, as shown in figure 4(b). This is a key property of interface automata. More conventional automaton composition always results in a state space that is the product of the composed state spaces, and hence is significantly larger. Interface automata often compose to form smaller automatons.

The above examples illustrate the key notion of compatibility in interface automata. Two automatons are compatible if their composition is not empty. This notion gives a
formal definition for the informal statement “two components can work together”. The composition automaton defines exactly how they can work together. In system-level types, we use interface automata to describe various communication protocols, or the interaction types for components. To check whether a certain component is compatible with a communication protocol, we can simple compose the automata models of the component and the protocol, and check whether the result is empty. This yields a straightforward algorithm for type checking, which is the main attraction of interface automata to system-level types.

The approach to composition in interface automata is optimistic. If two components are compatible, there is some environment that can make them work together. In the traditional pessimistic approach, two components are compatible if they can work together in all environments. Because of this difference, the composition of interface automata is usually smaller than the composition in other automata models. Before adopting interface automata, we also attempted to describe system-level types using a more traditional finite state machine model [10]. Compatibility checking in that setting proved to be more difficult.

3.3 Alternating Simulation

Interface automata have a notion of *alternating simulation*, which is used in our type system to define subtyping. Informally, for two interface automata $P$ and $Q$, there is an alternating simulation relation from $Q$ to $P$ if all the input steps of $P$ can be simulated by $Q$, and all the output steps of $Q$ can be simulated by $P$. The formal definition is given in [4]. A theorem states that if a third automaton $R$ is compatible with $P$, and the input transitions of $Q$ that are shared with the output transitions of $R$ is a subset of the input transitions of $P$ that are shared with the output transitions of $R$, then $Q$ and $R$ are also compatible.

4 System-Level Types

4.1 Type Definition

The automaton $SDFActor$ in figure 2 describes a consumer actor designed for the SDF (synchronous dataflow) domain. The automaton shown in figure 5 describes an actor that can operate in wider variety of domains. Since this actor is not designed under the assumption of the SDF domain, it does not assume that data are available when it is fired. Instead, it calls hasToken() on the receiver to check the availability of a token. If hasToken() returns false, it immediately returns from fire(). This is a simple form of domain-polymorphism.

In Ptolemy II, actors interact with the director and the receivers of a domain. In figures 2 and 5, the block arrows on the left side denote the interface with the director, and the ones on the right side denote the interface with the receiver. As discussed in section 2, the implementation of the director and the receiver determines the semantics of component interaction in a domain, including the flow of control and the communication protocol. If we use an interface automaton to model the combined behavior of the director and the receiver, this automaton is then the type signature for the domain. Figure 6 shows such an automaton for the SDF domain. Here, $p$ and $pR$ represent the
call and the return of the put() method of the receiver. This automaton encodes the assumption of the SDF domain that the consumer actor is fired only after a token is put into the receiver\(^2\).

\textit{PolyActor}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{polyactor.png}
\caption{Interface automaton for a domain-polymorphic actor.}
\end{figure}

\textit{SDFDomain}
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\caption{Type signature of the SDF domain.}
\end{figure}

\(^2\)This is a simplification of the SDF domain, since an actor may require more than one token to be put in the receiver before it is fired. This simplification makes our exposition clearer, but otherwise makes no material difference.
The type signature of the DE domain is shown in figure 7. In DE, an actor may be fired without a token being put into the receiver at its input. This is indicated by the transition from state 0 to state 7. Figures 6 and 7 also reflect the fact that both of the SDF and the DE domains have a single thread of execution, so the hasToken() query may happen only after the actor is fired but before it calls get(), during which time the actor has the thread of control.

CSP and PN are two domains in Ptolemy II in which each actor runs in its own thread. Figures 8 and 9 give the type signature of these two domains. These automata are simplified from the true implementation in Ptolemy II. In particular, CSPDomain omits conditional rendezvous, which is an important feature in the CSP model of computation. In the CSP and PN domains, an actor is fired repeatedly by its thread, as modeled by the transitions between state 0 and 1.

In CSP, the communication is synchronous; the first thread that calls get() or put() on the receiver will be stalled until the other thread calls put() or get(). The case where get() is called before put() is modeled by the transitions among the states 1, 3, 4, 5, 1. The case where put() is called before get() is modeled by the transitions among the states 1, 6, 8, 9, 1.

In PN, the communication is asynchronous. So the put() call always returns immediately, but the thread calling get() may be stalled until put() is called. The case where get() is called first in PN is modeled by the transitions among the states 1, 3, 4, 5, 1 in figure 9, while the case where put() is called first is modeled by the transitions among the states 1, 6, 8, 10, 1.
Given an automaton modeling an actor and the type signature of a domain, we can check the compatibility of the actor with the communication protocol of that domain by composing these two automata. Type checking examples will be shown below in section 4.3.

![SPDomain diagram](image)

**Fig. 8.** Type signature of the CSP domain.

![PNDomain diagram](image)

**Fig. 9.** Type signature of the PN domain.
4.2 System-Level Type Order and Polymorphism

If we compare the SDF and DE domain automata, we can see that they are closely related. This relationship can be captured by the alternating simulation relation of interface automata. In particular, there is an alternating simulation relation from SDF to DE.

In the set of all domain types, the alternating simulation relation induces a partial order, or system-level type order. An example of this partial order is shown in figure 10. From a type system point of view, this order is the subtyping hierarchy for the domain types. If we view the automata as functions with inputs and outputs, then the alternating simulation relation is exactly analogous to the standard function subtyping relation in data type systems. According to the definition of alternating simulation, the automaton lower in the hierarchy can simulate all the input steps of the ones above it, and the automaton higher in the hierarchy can simulate all the output steps below it. In function subtyping, if a function \( A \rightarrow B \) is a subtype of another function \( A' \rightarrow B' \), then \( A' \) is a subtype of \( A \) and \( B \) is a subtype of \( B' \) [1]. Note that in both relations, the order is inverted (contravariant) for the inputs and goes in the same direction (covariant) for the outputs.

In [4], alternating simulation is used to capture the refinement relation from the specification to the implementation of components. Our use of this relation is not for refinement, but for subtyping. In the system-level type order, \( SDF\text{Domain} \) is not a refinement of \( DE\text{Domain} \), but a subtype of \( DE\text{Domain} \). In fact, \( SDF\text{Domain} \) has fewer states than \( DE\text{Domain} \). This subtyping relation can help us design actors that can work in multiple domains. According to the theorem in section 3, if an actor is compatible with a certain domain \( D \), and there are other domains below \( D \) in the system-level type order, then the actor is also compatible with those lower domains. Therefore, this actor is domain polymorphic.

Fig. 10. An example of system-level type order.
In figure 10, we added a bottom and a top element to the type hierarchy. The name of the bottom element NaT stands for “not a type”, and the name of the top element DP stands for “domain polymorphic”. The DP automaton has an alternating simulation relation from all the domain-specific automata. So if an actor is compatible with this automaton, it is compatible with all the domains. The exact design of this automaton is part of our future research, and depends on the set of domains to be included.

Note that by adding the top and bottom elements, the system-level type order becomes a lattice. In a lattice, every subset of elements has a least upper bound and a greatest lower bound. It might be possible to explore this fact in the type system, as we have done for data types [15].

4.3 Type Checking Examples

Let’s perform a few type checking operations using the actors and domains in the earlier sections. To verify that the SDFActor in figure 2 can indeed work in the SDFDomain, we compose it with the SDFDomain automaton in figure 6. The result is shown in figure 11. As expected, the composition is not empty so SDFActor is compatible with SDFDomain.

Now let’s compose DEDomain with SDFActor. The result is an empty automaton shown in figure 12. This is because the actor may call get() when there is no token in the receiver, and this call is not accepted by an empty DE receiver. The exact sequence

\[ SDFDomain \_ SDFActor \]

![Fig. 11. Composition of SDFDomain in figure and SDFActor in figure 2.](image)

\[ DEDomain \_ SDFActor \]

![Fig. 12. Composition of DEDomain in figure and SDFActor in figure 2.](image)
that leads to this condition is the following: first, both automata take a shared transition $f$. In this transition, $DED\text{Domain}$ moves from state 0 to state 7, and $SDF\text{Actor}$ moves from state 0 to state 1. At state 1, $SDF\text{Actor}$ issues $g$, but this input is not accepted by $DED\text{Domain}$ at state 7. So the pair of states $(7, 1)$ in $(DED\text{Domain}, SDF\text{Actor})$ is illegal. Since this state can be reached from the initial state $(0, 0)$, the initial state is pruned out from the composition. As a result, the whole composition is empty. This means that the SDF actor cannot be used in DE Domain.

The $Poly\text{Actor}$ in figure 5 checks the availability of a token before attempting to read from the receiver. By composing it with $DED\text{Domain}$, we verify that this actor can be used in the DE Domain. This composition is shown in figure 13. Since $SDF\text{Domain}$ is below $DED\text{Domain}$ in the system-level type order of figure 10, we have also verified that $Poly\text{Actor}$ can work in the SDF domain. Therefore, $Poly\text{Actor}$ is domain polymorphic. As a sanity check, we have composed $SDF\text{Domain}$ with $Poly\text{Actor}$, with the result is shown in figure 14.

We have also composed $Poly\text{Actor}$ and $SDF\text{Actor}$ with $CSP\text{Domain}$ and $PN\text{Domain}$. The result shows that these two actors can be used in both domains. This is not surprising, because both domains have blocking read semantics, so the actors will work regardless of whether they check the availability of a token before calling get(). For the sake of brevity, we do not include these compositions in this paper.

In Ptolemy II, there is a library of about 100 domain-polymorphic actors. The communication behavior for many of these actors can be modeled by the $Poly\text{Actor}$ automaton.

![Fig. 13. Composition of $DED\text{Domain}$ in figure and $Poly\text{Actor}$ in figure 5.](image)
4.4 Reflection
So far, interface automata have been used to describe the operation of Ptolemy II components. These automata can be used to perform compatibility checks between components. Another interesting use is to reflect the component state in a run-time environment. For example, we can execute the automaton $SDFActor$ of figure 2 in parallel with the execution of the actor. When the fire() method of the actor is called, the automaton makes a transition from state 0 to state 1. At any time, the state of the actor can be obtained by querying the state of the automaton. Here, the role of the automaton is reflection, as realized for example in Java. In Java, the Class class can be used to obtain the static structure of an object, while our automata reflect the dynamic behavior of a component. We call an automaton used in this role a reflection automaton.

5 Trade-Offs in Type System Design
The examples in the previous section focus on the communication protocol between a single actor and its environment. This scope can be broadened by including the automata of more actors and using a more detailed director model in the composition. Also, properties other than the communication protocol, such as deadlock freedom in thread-based domains, can be included in the type system. However, these extensions will increase the cost of type checking. So there is a trade-off between the amount of information carried by the type system and the cost of type checking.

Another dimension of the trade-offs is static versus run-time type checking. The examples in the last section are static type checking examples. If we extend the scope of the type system, static checking can quickly become impractical due to the size of the composition. An alternative is to check some of the properties at run time. One way to perform run-time checking is to execute the reflection automata of the components in parallel with the execution of the components. Along the way, we periodically check the states of the reflection automata, and see if something has gone wrong.

These trade-offs imply that there is a big design space for system-level types. In this space, one extreme point is completely static checking by composing the automata modeling all the system components, and check the composition. This amounts to model checking. To explore the boundary in this direction, we did an experiment by
checking an implementation of the classical dining philosophers model implemented in the CSP domain in Ptolemy II. Each philosopher and each chopstick is modeled by an actor running in its own thread. The chopstick actor uses conditional send to simultaneously check which philosopher (the one on its left or the one on its right) wants to pick it up. We created interface automata for the Ptolemy II components CSPReceiver, Philosopher, and Chopstick, and a simplified automaton to model conditional send. We are able to compute the composition of all the components in a two-philosopher version of the dining philosopher model, and obtain a closed automaton with 2992 states. Since this automaton is not empty, we have verified that the components in the composition are compatible with respect to the synchronous communication protocol in CSP. We also checked for deadlock inherent in the implementation, and are able to identify two deadlock states in the composition, which correspond to the situation where all the philosophers are holding the chopsticks on their left and waiting for the ones on their right, and the symmetrical situation where all philosophers are waiting for the chopsticks on their left.

Our goal here is not to do model checking, but to perform static type checking on a non-trivial models. Obviously, when the model grows, complete static checking will become intractable due to the well-known state explosion problem.

Another extreme point in the design space for system-level types is to rely on run-time type checking completely. For deadlock detection, we can execute the reflection automata in parallel with the Ptolemy II model. When the model deadlocks, the states of the automata will explain the reason for the deadlock. In this case, the type system becomes a debugging tool. The point here is that a good type system is somewhere between these extremes. We believe that a system that checks the compatibility of communication protocols, as illustrated in sections 4, is a good starting point.

6 Conclusion and Future Work

We have described a type system that captures the interaction dynamic in a component-based design environment. The interaction types and component behavior are described by interface automata, and type checking is done through automata composition. Our approach is domain polymorphic in that a component may be compatible with multiple interaction types. The relation among the interaction types is captured by a system-level type order using the alternating simulation relation of interface automata. We have shown that our system can be extended to capture more dynamic properties, and the design of a good type system involves a set of trade-offs. Our experimental platform is the Ptolemy II design environment. All the automata in the paper are built in Ptolemy II and their compositions are computed in software, except that some manual layout is applied for better readability of the diagrams.

We also proposed using automata to do on-line reflection of component states. In addition to run-time type checking, the resulting reflection automata can add value in a number of ways. For example, in a reconfigurable architecture or distributed system, the state of the reflection automata can provide information on when it is safe to perform mutation. Reflection automata can also be valuable debugging tools. This is part of our future work.
In addition to its usual use in type checking, our type system may facilitate the
design of new components or Ptolemy II domains. In Ptolemy II, domains can be com-
bined hierarchically in a single model. Using system-level types, it might be possible
to show that the composition of a domain director and a group of actors behaves like a
polymorphic actor in some other domains. This is also part of our future research.
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Abstract. A variety of diverse pressures are shaping how we will design
digital systems in the near future. Shrinking geometries into the deep
submicron range raise electrical design challenges that make it impossible
to use existing methodologies for application specific system design. In
addition, the corresponding exponential increase in the number of devices
per chip results in a complexity problem which by itself threatens to
cripple existing design methodologies. Finally, increased non-recurring
engineering costs for masks and design tools force designs to be limited
to higher volume products. All of these point to a gradual reduction
of designs done using conventional ASIC (application specific integrated
circuits) design methodology.
The above forces are resulting in an increase in systems that contain
programmable components that are specialized for a specific application
domain, while at the same time providing design flexibility that permits
the same device to be used for a range of related products and also
generations of a product. These systems need to satisfy one or more of
high computation, low power, and real-time constraints. Architecturally,
these constraints are met by exploiting concurrency at all levels - at the
bit operation level through specialized functional units, at the instruction
level through instruction level parallelism and at the coarse grain level
through on-chip multiprocessing.

This class of highly specialized embedded systems requires specialized
software implementation tools to ensure an efficient mapping of the
application onto the architecture. These tools - particularly the compiler
and simulator - are needed for two distinct aspects of the design.
During architectural evaluation, they are needed to provide feedback
about the suitability of the architecture for the application. During
system implementation, they are needed to ensure efficient mapping and
validation of design constraints. These functions result in the following
requirements:

Retargetability: Architectural evaluation requires the ability to com-
pile the application to different architectural choices and evaluate,
through simulation or other analysis, the choices for the metrics of
interest. This requires the mapping tools (compiler) and the evalua-
tion tools (simulator) to be rapidly retargetable to each architectural
choice being explored. This poses several challenges both on the ar-
chitectural specification front, as well as the tool synthesis front. In
terms of architectural specification, the ability to specify an interesting range of processors for use in both compilation as well as simulation is a hard problem which has not seen much success despite some previous efforts. A retargetable simulator needs execution semantics while a retargetable compiler needs information on the constrained usage of resources. Providing both in a single consistent description is hard.

The problem is difficult enough for single processor - the fact that the systems of interest are multi-processing systems further exacerbates it. For a single processor, we have some notion of what primitives need to be described in the architectural specification (instruction information, registers, pipelines, resource reservation tables etc.). However, given the wide range of single-chip multiprocessor systems emerging (bus based, packet switch based), it is hard to even determine the primitives for describing such systems.

**High Speed Simulation:** Architectural evaluation requires the ability to explore several architectural choices for a range of possible metrics of interest. This typically involves simulating the application (or at least several key parts of it) on the design points of interest. A bottleneck in this entire process is the simulation speed. While developing accurate simulators for processors is not new, it is made complicated in our context by two factors. The first is the requirement for retargetability which has already been touched above. The second is the need to handle multiprocessing using possibly complex communication architectures.

**Concurrency Mapping:** A critical aspect of the implementation is mapping the concurrency present in the application to the concurrency available in the architecture. This involves handling both the explicit as well as the implicit concurrency. The explicit concurrency is specified through threads/processes for coarse grained concurrency, and specialized functions for bit level concurrency. The implicit fine grained concurrency typically needs to be extracted as part of the compilation process.

**Efficient Compilation:** In addition to handling fine grained concurrency mapping (instruction level parallelism) from retargetable descriptions, the compilation needs to deal with specialized storage (register files and memory) as well as data paths. While some traditional compilation techniques can be used here, a host of new techniques need to be developed that are capable of handling irregular constraints in a retargetable environment.

**Validation of Power Constraints:** Power/Energy is increasingly becoming a first class citizen in the design process, and in many cases the limiting factor in designs. Given that, it is important that both the synthesis (compiler) and evaluation (simulator) tools can handle this metric. This implies accurate power models for both, as well as optimization algorithms for use in the compiler. As with the other metrics, this needs to be handled in a retargetable environment.

**Validation of Real-Time Constraints:** Most application domains under consideration have real-time requirements. Soft requirements can be validated through simulation, however hard requirements re-
quire formal analysis that needs to be built as part of the software
development environment to enable the compiler to generate code
that meets these constraints.

The MESCAL (Modern Embedded Systems: Compilers, Architectures
and Languages) project is focussed on developing a complete set of de-
sign tools for architectural exploration, architectural evaluation as well as
system implementation. This is joint work with David August at Prince-
ton and Kurt Keutzer and Richard Newton at UC Berkeley. This pre-
sentation will focus on the software implementation tools and associated
methodology used for the latter two aspects, viz. architectural evalu-
ation and system implementation, and describe some solutions to the
challenges posed by the above requirements.
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Abstract. Advances in VLSI technology have lead to a tremendous increase in the density and number of devices that can be manufactured in a single microchip. One of the interesting ways in which this silicon may be used is to leave portions of it uncommitted and re-programmable depending on an applications needs. In an earlier paper, we proposed a machine architecture for achieving this reconfigurability and compilation issues that such an architecture will face. In this paper, we will elaborate on the compiler optimization issues involved. In particular, we will outline a framework for code partitioning, instruction synthesis, configuration selection, resource allocation, and instruction scheduling. Partitioning is the problem of identifying code sections that may benefit by mapping them on to the programmable logic resources. The instruction synthesis phase generates suitable implementations for the candidates partitions and updates the machine description database with the new instructions. Configuration selection is the problem of narrowing down the choices of which synthesized instruction (from the set generated by the instruction synthesis phase) to use for each of the code regions that will be mapped to programmable logic. Unlike traditional optimizing compilers, the adaptive EPIC compiler must deal with the existence of synthesized instructions. Compilation techniques addressing each of these problems will be presented.

1 Introduction

Phenomenal advances in semiconductor technology have made it possible to put an increasing amount of silicon devices into the same surface area. This dramatic increase in device density has brought up a fundamental question: how can the extra silicon be effective employed to improve the execution performance of applications? Many straightforward ideas like increasing the number of functional units or the size of the caches run into the problem of diminishing returns.

* Author’s current affiliation: StarCore Technology Center, Atlanta, GA 30328.
One interesting proposal is to keep a portion of the silicon uncommitted—as re-programmable logic. Processors demonstrating this design, having a core RISC processor and an on-chip, tightly coupled re-programmable logic pool, have been introduced\cite{27}. Depending on the granularity of the re-programmable logic portion, these processors can be used in two ways. The first approach that was adopted by the early generation of such processors is to go for mapping larger granularity computations on the re-programmable logic. The re-programmable logic essentially implements a significantly large grain computation and interfaces it to the application executing in the core is of the nature of a subroutine call. Programmers are expected to know the syntax and semantics of such subroutines and to write the subroutine calls into their application. The alternative that is generally still under-researched is to use the re-programmable logic to implement application-specific instructions. This finer grain approach requires a greater involvement of the compiler. This approach is interesting in that it is an automated approach. On the flip side, we will need a different variation of the generic RISC-core with re-programmable logic processor to support fine grain operations as well as new compiler algorithms.

In this paper, we will describe our proposal for an *Adaptive Explicitly Parallel Instruction Computer* (AEPIC) processor. The bulk of the paper, however, will be devoted to new compiler algorithms needed to generate code for such a machine.

2 Previous Work

The earliest known computing system based on reconfigurable devices wa proposed and implemented by Gerald Estrin at UCLA \cite{11}. It is a hybrid machine consisting of a general purpose processor augmented with high speed logic devices (ALU’s, memories) which were interconnected via application specific interconnect. Due to a lack of enabling technology, the reconfiguration was done manually. Mario Schaffner’s Circulating Page Structure (CPS) machine \cite{23} implemented a form of hardware paging scheme where the application task was partitioned into pages which circulate through the programmable hardware to compute the task.

The introduction of *field programmable gate array* (FPGA) devices by Xilinx in the mid 80’s \cite{32,26} spurred a flurry of research in the development of FPGA based reconfigurable computing engines. PRISM \cite{2} developed at Brown University demonstrates substantial speedup in the case of large binary operations. PAM, a universal reconfigurable hardware co-processor developed by researchers at DEC Paris Research Labs \cite{3,4,29}, has been used to demonstrate superior performance/cost ratio compared to every other existing technology of its time on a dozen applications ranging from computer arithmetic, cryptography, image analysis, neural networks, video compression, high-energy physics, biology and astronomy. Another such reconfigurable co-processor board developed by Super Computing Research Center at Maryland called SPLASH-2 \cite{12} has been used to achieve two orders of magnitude speedup on genome sequence matching
compared to supercomputers of that time (Cray2). The cover story of an issue of Scientific American [28] written by researchers at UCLA outlines some novel applications of reconfigurable devices.

Other notable reconfigurable computing projects include the Programmable Reduced Instruction Set Computer (PRISC) [21,22], GARP [16], DISC [31], RAPID [13], the CMU Cached Virtual Hardware (CVH), PipeRench [5], and Chimera [14,15].

Reconfigurable Architecture Workstation (RAW) proposed by Agarwal and his colleagues at MIT [30,19,1] consists of processors that are sets of interconnected tiles each of which contains instruction and data memories, an arithmetic-logic unit, registers, configurable logic, and a programmable switch that supports both dynamic and static (compiler orchestrated) routing, interconnected by programmable interconnects. Compiling to a RAW machine is complicated by two factors:

– Unlike traditional super-scalars, a RAW processor does not bind specialized logic structures such as register renaming or dynamic instruction issue logic into hardware. Scheduling and resource allocation are the responsibility of the compiler.
– Communication patterns within the code need to be analyzed in order to schedule inter-tile communication.

Preliminary experience with compiling to the RAW machine can be found in [1,19].

So far, most research efforts have focused on the architectural aspects of reconfigurable systems. Little attention has been paid to compilation issues. Many performance studies have been done and impressive speedups were demonstrated. However, important issues like compilation times, target cost have been neglected. Our research attempts to address these latter issues.

3 Adaptive Explicitly Parallel Instruction Computing (AEPIC)

Processors that take advantage of instruction level parallelism generally fall into two main categories: superscalar (dynamically scheduled) and VLIW (statically scheduled). With the addition of features such as predicated execution, support for software pipelining etc., the latter has been renamed Explicitly Parallel Instruction Computer (EPIC). We refer to Schlansker and Rau [24] for an evaluation of these two ILP approaches. It is to EPIC that we propose adding a reconfigurable component that is amenable to compiler optimizations. We call this new configuration Adaptive EPIC (AEPIC) [25]. Figure 1 shows the abstract execution model for AEPIC. The “hardwired component” in Figure 1 is the EPIC core processor. The adaptive component consists of functional units that have been configured into the datapath by some reconfiguration instructions. Operations performed by the configured functional units are triggered by specific AEPIC instructions invoked on the hardwired functional units.
Figure 2 shows the details of an AEPIC machine. The core component consists of a standard EPIC machine. The adaptive component of the AEPIC processor consists of the Configuration Cache Hierarchy, Multi-context Reconfigurable Logic Array (MRLA) and Array Register File (ARF) connected together via bus interconnect. The MRLA provides the programmable logic resources to host the Configured Functional Units (CFUs). The C-Cache serves as a temporary cache for configurations before they are instantiated on the MRLA. This is analogous to the way registers serve as storage for program values. The rest of the configuration cache hierarchy consists of the C1 cache connected to external memory. The Configuration Register File (CRF) consists of a set of configuration registers (CRs). Each CR serves as an alias to either a configured functional unit or a configuration allocated in the C-Cache. Most of the AEPIC instructions take a configuration register as an operand. These are the AEPIC instructions that perform operations such as delete a CFU, etc. The instruction refers to the CFU by its alias—the configuration register. For example, the delete CFU operation in AEPIC is $\text{DELC } cr, \ L, \ p$. Here, $cr$ is the configuration register associated with the desired CFU, $L$ is the latency assumed by the compiler for this operation and $p$ the predicate guard for this operation.

We shall now give a more detailed description of the MRLA as it is pertinent to the compiler optimizations discussed in the rest of the paper. The Multi-context Reconfigurable Logic Array (MRLA) is the primary resource used for hosting the configured functional units. Like a typical Field Programmable Gate Array (FPGA), the MRLA is a two dimensional region of the processor die that is composed of programmable logic and interconnect blocks. We shall use the term Programmable Element (PE) to refer to both the programmable logic block as well as the programmable interconnect block. Each PE is associated with a
configuration instruction (its “program”) which determines the behavior of that programmable element. Any given logic design can be emulated on the MRLA by supplying suitable configuration instructions for all the programmable elements of the array. In the context of AEPIC machines, these logic designs are the CFUs.
In a standard FPGA only one configuration instruction is associated with each programmable element. This implies that only one logic design can be resident on the array until the device is reconfigured (i.e., a new set of configuration instructions are associated with the programmable elements of the array). In an MRLA, each programmable element can be associated with multiple configuration instructions. This allows multiple logic designs (CFUs) to be simultaneously resident on the MRLA. The desired logic design can be activated by selecting the appropriate configuration instruction for each of the programmable element.

Configuration instruction slots for each PE (called the configuration memory) are stored in an ordered sequence and all PEs have the same number \(D\) of configuration instruction slots. MRLA takes an input called context_id which can take values from 1 to \(D\). A value of \(k\) to the context_id input selects the \(k^{th}\) configuration instruction from the configuration memory as the instruction for each PE. The \(k^{th}\) configuration instruction is referred to as the active configuration instruction for that PE.

The set of configuration instructions with identical index in the configuration memory of a PE is referred to as an execution context. The execution context that is associated with currently active configuration is called the active context. MRLA can be effectively viewed as an array of FPGAs, one array per execution context; and the context_id serves as the index into this array. Selection of an execution context, makes all the CFUs of that context available for instruction processing by subsequent instructions.

With this brief introduction to our proposed AEPIC architecture, we shall now deal with the compilation issues of such a machine.

4 Compilation Framework

Inputs to an AEPIC compiler are (a) the application source program written in a high level language such as C/C++, (b) a description of the particular instance of the AEPIC processor described in a machine description language (c) a library containing parameterized configurations for popular computational routines such as FFT, DCT, etc. The input source code may be instrumented with pragmas intended to give partitioning/mapping hints to the compiler. These cues are communicated to different phases of the compilation process through the intermediate code representations.

The first phase is a standard lexical and syntactic analysis phase. The partitioning module will help delineate portions of the program that might benefit from execution on the configurable portion of the target. The partitioning phase is followed by two independent phases that may be performed in parallel: the high-level optimization phase and the operation synthesis phase. In the high-level optimization phase, the code to be executed on the hardwired functional units (which execute instructions from the AEPIC ISA) is optimized as is typically performed in a standard ILP compiler. The instruction synthesis phase generates suitable mappings of the code partitions identified by the partitioning phase. Each of these mappings are packaged as custom operations. The ma-
machine description is updated with the synthesized instructions. The instruction synthesis phase may generate multiple implementations for the identified partitions reflecting different performance/device-area tradeoffs. The configuration selection phase tags different regions of the intermediate code with semantically equivalent custom operations. At the end of the configuration selection phase, every region of the code identified for mapping on to the configurable part of the target has a unique configuration associated with it.

Subsequent phases of the compilation are similar in structure to back-end phases of a typical ILP compiler suitably adapted to consider the special characteristics of configurations/CFUs. A typical ILP compiler back-end comprises of (at the minimum) the following phases, in sequence: pre-pass scheduling, register allocation, post-pass scheduling and code generation. In addition to these, AEPIC compilation introduces an extra phase: configuration allocation. The configuration allocation phase is aimed at optimizing allocation of resources for configurations—a task analogous to that of register allocation. The resources meant for configuration are the C-cache and the MRLA. These resources are independent of those intended for register allocation. Hence, configuration allocation may be performed in parallel or in any order with respect to register allocation. The main task of the scheduler is to reduce the critical path through the code by masking reconfiguration overheads.

In the above framework, the scheduled and allocated code is transformed into machine code, which is then translated to object code for simulation. Simulation yields correctness as well as performance data for the program on the given input data. The execution profile can be re-instrumented into the IR for profile based optimizations.

4.1 Partitioning

Partitioning is the task of determining the set of code segments (referred to as candidates) in the application which may be synthesized as application specific instructions. These application specific instructions are implemented on the MRLA as configured functional units.

The partitioning module takes as input (a) an intermediate code representation of the source program and (b) the machine description of the target AEPIC processor and identifies regions of the intermediate code that can benefit from mapping to the MRLA. Although not necessary, the partitioner can only benefit from an execution profile of the application. The execution profile gives execution frequencies of different regions of the intermediate code. This information can be obtained by compiling to a base EPIC architecture and re-instrumenting the intermediate code with the profile data from the simulator. Since the reconfiguration overhead can be quite large, it may not pay to reconfigure the processor for a certain segment of the code if it is known that this section will rarely be executed. The execution profile can be used by the partitioner to eliminate such code segments from consideration for mapping onto the MRLA.
The code-partitioner is composed of four main steps. These steps are performed in sequence on each intermediate representation that is created during the compilation process.

1. **Profile.** The profile phase is composed of four steps:
   - **Instrument:** The IR nodes are tagged with code for gathering the execution profile for each node. So for example, in a basic block IR, each basic block will be associated with a “execution frequency” variable and a piece of code at the entry of the basic block which updates this variable whenever control enters the basic block.
   - **Translate:** During this step the instrumented IR is translated to C language code which is then compiled using the native compiler to yield a semantically equivalent (to the application program) executable with one additional attribute: this executable also gathers the runtime properties of the program as specified by the instrumentation code.
   - **Execute:** The execute step runs the instrumented and compiled application using the inputs associated with the application program.
   - **Re-instrument:** After the execute step, the application generates the execution profile (written out by the instrumented code) and re-instruments the starting IR with the actual execution profile values (such as the frequency of execution of a basic block, etc.)

2. **Analyze.** After the profile step, the IR is tagged with the execution profile. This information is used to identify the most frequently executing regions of the code. The analyze phase traverses the IR and determines various properties of the program that may be useful in determining if a region is a candidate for partitioning. Some of these properties are bit-widths/types of variables, whether certain arrays are constants or are bounded of known dimensions, etc.

3. **Identify.** The identify step performs a bottom-up traversal of the IR and tags each region as a candidate for mapping using certain heuristics based on control structure, operation types and other attributes identified in the analyze phase. The identify phase also considers machine resource constraints (from the machine description database) and any user supplied cues transmitted through the IR, in deciding whether a region of the IR is a feasible candidate for mapping.

4. **Coalesce.** The coalesce phase merges adjacent regions marked by the identify phase if the merged regions can still be accommodated on the MRLA assuming the given machine constraints.

4.2 **Instruction Synthesis**

Instruction synthesis is a systematic technique for defining new instruction set for a given micro-architecture. The process typically involves analyzing the benchmark(s) to infer the most suitable operation repertoire based on its computational characteristics for the intended micro-architecture. In certain cases the micro-architecture itself is synthesized in parallel with the instruction set.
The Instruction Synthesis (IS) module takes a list of candidate partitions that have been identified for mapping onto the programmable logic and synthesizes a set of functional units that can implement all the computations of the code partitions. In addition to the candidate partitions list, the IS module may also take as input, a library of pre-synthesized macros for various basic operators and frequently used kernels such as FFT, DCT, FIR/IIR filters, etc. The purpose of this library is to speed up the process of mapping a given partition to the MRLA. It helps to keep these pre-synthesized macros generic so that they are applicable to a wide range of the target programmable logic parameters, and also accommodate variations in the structure of the input partitions.

4.3 Configuration Selection

After the partitioning and instruction synthesis phase, all the regions of the intermediate code that may be mapped to the MRLA have been identified. Each of the candidate partitions can now be replaced with one of the equivalent configurations synthesized by the IS phase. Configuration Selection (CS) is the problem of determining which semantically equivalent synthesized configuration (custom instruction) to associate with each candidate partition that is mapped to MRLA.

We extend the EPIC code generation path to include configuration selection. The key difference compared to traditional instruction selection is that the selection can happen at multiple levels in the IR. Configuration selection can happen for leaf level operations as well as higher level structures such as groups of instructions, program statements, loops, and functions, etc.

4.4 Configuration Allocation

After configuration selection, some of the nodes of the intermediate code may be tagged with application specific instructions. The configuration selection module does not consider availability of resources on chip when it decides on which configuration to assign with each partition that is synthesized into application specific instruction. Any realistic AEPIC processor would have limited programmable logic resources available for CFUs and hence it is quite possible that all the desired configurations cannot be accommodated on chip simultaneously.

Configuration Allocation (CA) is the problem of optimally allocating/de-allocating on-chip resources that are intended for holding configurations (on C-cache) or CFUs (on MRLA). Poor allocation of resources for configurations can lead to long periods of processor stalls caused either due to waiting for the configurations to load into the MRLA or due to excessive thrashing in the configuration memory hierarchy. Hence, optimal allocation of configurations to C-cache and MRLA resources is critical for achieving high performance on an AEPIC processor. In addition, we would like the allocation algorithm itself to be time and space efficient.

This problem is analogous to the problem of implementing virtual memory on systems with limited physical memory or to the problem of allocating registers
for program variables performed in most standard compilers. In the remainder of this section, we present a formal definition of the configuration allocation problem and relate it to the well studied problem of register allocation. We show how extensions to the register allocation techniques yield solutions to the configuration allocation problem.

Register Allocation (RA) allocates program variables (also referred to as temporaries) to registers in order to minimize the overall number of accesses to external memory. Fundamentally, both register allocator and configuration allocator perform the same task—allocation of on-chip resources for program values (variables in the case of RA and configurations in the case of CA). Configuration allocation differs from register allocation in the following ways:

1. **Non-uniform allocation units.** Sizes of configurations are typically much larger and vary widely compared to the sizes of data values stored in registers which are much smaller and almost always uniform in size.

2. **Heterogeneous resources to be allocated.** There are two types of local memories for configurations: (1) the C-cache and (2) the MRLA. These resources differ in their capacities, access (read/write) costs and sizes of allocation units. There is only one type of resource to be allocated in register allocation - the register set.

3. **Immutable values.** Currently, AEPIC architecture configurations are immutable. So memory write back of configurations is not an issue.

4. **No copies or moves.** AEPIC does not provide any architecturally visible features to create copies or move configurations within the MRLA or the C-cache.

There are two types of storage classes available for hosting configurations: (1) C-cache and (2) MRLA. Allocated configurations are present in exactly one of these storage classes. Every allocated configuration whether it is on the MRLA or in the C-cache is associated with a distinct configuration register from the configuration register file (CRF). The unit of allocation in the C-cache is a C-cache block and on the MRLA it is a slice. All configurations are constrained to consume an integral number of consecutive slices in the MRLA. Configuration data for each MRLA slice requires an integral number of blocks in the C-cache. The basic steps involved in using configurations are:

1. Allocate a configuration register with the configuration to be loaded.
2. Allocate requisite number of blocks in the C-cache for the configuration. If the C-cache is insufficient for the configuration, then the allocation fails and application is aborted. If the configuration is smaller than the C-cache size but the total free space is less than that which the configuration requires, then some of the resident configurations are evicted (since configurations are immutable, they are simply deleted and not written back to memory).
3. Schedule the loading of configuration data into the C-cache into the allocated blocks.
4. Allocate consecutive slices on the MRLA to load the configuration that was loaded into the C-cache (to instantiate the CFU corresponding to the configuration).
5. Schedule transfer of configuration data from the C-cache to MRLA.
6. One or more operations are executed on the CFU.
7. At some point if the MRLA resources are required for another CFU or if this
   configuration will not be used any more, then it is evicted to the C-cache (if
   it may be used again) or just deleted from MRLA.
8. Allocated configuration register is freed - it can be allocated to a new con-
   figuration.

Note that the same configuration register refers to the configuration data
when it was in the C-cache and to the corresponding CFU when loaded onto
the MRLA. Once the configuration is completely moved to MRLA from the C-
cache, the C-cache resources allocated for the configuration may freed since it is
wasteful blocking those resources as long as the configuration data is available
on the MRLA. However, in certain cases it might be useful to architecturally
expose the deallocation operation. For example, if multiple instances of the CFU
corresponding to the configuration are needed on the MRLA, it might be more
efficient to copy the configuration data from the C-cache to the MRLA once for
each of the CFU instances instead of loading from external memory into the
MRLA to make copies of the CFU already available on the MRLA.

4.5 A Simplified AEPIC Allocation Model

For the remainder of this section we consider a simplified version of the config-
uration allocation problem. In the simplified version, the machine is assumed to
contain $N$ configuration registers and each “virtual” configuration in the pro-
gram intermediate code specifies an integer $k$ which is the number of physical
configuration registers it requires. The only difference between this problem and
the conventional register allocation is that, in the conventional register alloca-
tion problem, each virtual register (also called program temporary) is assigned
to a single physical register.

A live range is an isolated and connected group of nodes in the control flow
graph that connects the definitions and uses of a given program variable. It is
the principle data structure for register allocation. Two live ranges interfere if
one of them is live at the definition point of the other. As the reader may have
already noted, there is a close resemblance between register live ranges and con-
figuration. The algorithm to construct the interference graph for configurations
is very similar to that for register live ranges.

**Pruning for Configuration Allocation.** If there are program regions where
the total resource requirement of configurations that are live at that point ex-
cceeds the available resources on the processor, configuration allocation will fail.
Analogous to the concept of register pressure, we define the total resource re-
quirement at any program point the resource pressure at that point. **Pruning** is
a technique of preprocessing the live ranges of configurations to ensure that the
resource pressure never exceeds the total resources available on the machine.

**Pruning** involves (a) determining the set of live ranges to split and, (b) de-
termining the right split points for the selected live ranges. Once a live range
is split, compensation code needs to be inserted to fetch the values (configurations) for the uses encountered in the second (or later, if multiple splits were performed) part of the live range. One downside of reducing the resource pressure is the additional time taken for executing the compensation code. Hence pruning decisions cannot be made arbitrarily. In addition to the resource pressure, execution frequency should be taken into account before selecting a live range for splitting since that determines the number of times the compensation code would be executed.

We propose a pruning technique based on the hierarchical technique proposed by Callahan and Koblenz [6]. In their algorithm, gaps between references to a register in a live range are identified. These are possible regions which can be spilled to memory. The maximal length live-range gap is referred to as wedges in [9]. Non-overlapping and maximal wedges are identified using the control tree [20]. The choice of wedge to prune is a function of (a) the runtime cost of compensation code that would be added in the pruned region and, (b) size of the region of the program region that would benefit from the pruning decision. Our algorithm takes into account the special requirements of configurations (their non-uniform sizes - which implies non-uniform spill costs; immutability - which implies stores to memory are not required) and also enhances the scheme with regard to identifying spill candidates and spill locations based on execution profile as well. The algorithm, adapted from the register live range pruning algorithm from [9] and is described in Algorithm 1. The relevant parameters and the data-structures used by the algorithm are listed below.

\[
R = \text{total number of recourse units available for allocation}
\]

\[
C = \text{configurations (candidates) to be allocated}
\]

\[
T = \text{Control tree of the program}
\]

\[
ResUnits[c] = \text{number of resource units required by the configuration } c
\]

\[
Live[n] = \text{set of configurations live in control node } n
\]

\[
Refs[n] = \text{configurations that are referenced in control node } n
\]

\[
Wedges[n] = \text{list of candidates with wedges that have heads at } n
\]

\[
Freq[e] = \text{number of times control traversed along edge } e
\]

\[
Excess[n] = \begin{cases} 
\sum_{c \in Live[n]} ResUnits[c] - R & \text{if } n \in T.Leaves, \\
\max_{c \in T.Children[n]} \{Excess[c]\} & \text{if } n \notin T.Leaves.
\end{cases}
\]

\[
LiveUnits[n, C] = \begin{cases} 
1 & n \in T.Leaves \land C \in Live[n], \\
0 & n \in T.Leaves \land C \notin Live[n], \\
\sum_{p \in T.Children[n]} LiveUnits[p, C] & n \notin T.Leaves.
\end{cases}
\]

4.6 Graph Multi-coloring Configuration Allocator (GMCA)

Here we provide a simple configuration allocator called Graph Multi-coloring Configuration Allocator (GMCA), based on Chaitin’s graph coloring register
Algorithm 1 Pruning

function InitPrune(N) {
    if (N ∈ T.Leaves) {
        LivePart[N] ← Live[N];
        Excess[N] ← (∑n∈Live[N] ResUnits[n]) − R;
        ∀C ∈ Live[N] : LiveSize[C, N] ← |C|;
    } else {
        ∀M ∈ N.children : InitPrune(M);
        Refs[N] ← ∪M∈N.children Refs[M];
        Excess[N] ← MaxM∈N.children Excess[M];
        ∀C ∈ Refs[N] ∧ ∀M ∈ N.children:
            if (C /∈ Refs[M] ∧ C ∈ LivePart[M])
                NewWedge(C,M);
    }
}

function UpdatePressure (W,N) {
    if (N ∈ T.leaves) {
        Live[N] ← Live[N] - {W};
        Excess[N] ← Max{ (∑n∈Live[N] ResUnits[n]) − R, 0 };
    } else {
        Excess[N] ← Maxm∈N.children{UpdatePressure(W,m)};
    }
    return Excess[N];
}

function Prune (N) {
    PrioritizeWedges(N);
    while (Excess[N] > 0 ∧ |Wedges[N]| > 0) {
        W ← Wedges[N].top();
        PruneWedge(W);
        UpdatePressure(W, N);
    }
    ∀M ∈ N.Children ∧ Excess[N] > 0: Prune(M);
}

allocator [7,8] with the spill and split decision modifications suggested by Hansoo and Leung [18] for the simplified AEPIC configuration resource model. All past graph coloring based register allocation schemes are based on the idea of simplification [17]. If a graph G contains a node v with fewer than K neighbors and if G − v can be colored with K colors, then G is K colorable. In the case of configuration allocation, multiple colors may be allocated to each node and hence it calls for a stronger version of the simplification step. We first state and prove this simplification lemma and then show it is used in our GMCA algorithm.
Let $G(V,E,w)$ be an undirected graph where $w : v \to \mathbb{Z}$ is a weight function defined on the vertices. Let $C : v \to S$ be a function on the vertex set such that $S \subset \{1, \ldots, K\}$. Then $C$ is a valid $K$-multi-coloring of the graph if $|C(v)| = w(v)$ and $\forall e \in E$, where $e = (u,v)$, $C(u) \cap C(v) = \emptyset$.

Lemma 1. [Simplification lemma]
Let vertex $v \in V$ be such that $\sum_{u \in \text{Adj}(v)} w(u) \leq K - w(v)$. Let $G' = G - v$ be the subgraph obtained by removing $v$ and its incident edges from $G$. If $G'$ can be $K$-multi-colored, then so can $G$.

Proof: Let $C$ be the K-multi-coloring of $G'$. Let $S_v = \bigcup_{u \in \text{Adj}(v)} C(u)$. By definition of $C$, $|C(u)| = w(u)$. This implies that $|S_v| \leq \sum_{u \in \text{Adj}(v)} w(u)$. Given that $\sum_{u \in \text{Adj}(v)} w(u) \leq K - w(v)$, it implies that $|S_v| \leq K - w(v)$. Consider $C_v = \{r | r \in \{1, \ldots, K\}, r \notin C(u)\}$. Clearly, $|C_v| \geq K - w(v)$. Let $C_v^{w(v)}$ be any $w(v)$ sized subset of $C_v$. Let

$$C'_p = \begin{cases} C(p) & \text{if } p \in V(G') \\ C_v^{w(v)} & \text{if } p = v \end{cases}$$

Then, $C'$ is a valid $K$-multi-coloring of $G$.
A vertex $v \in V$ such that $\sum_{u \in \text{Adj}(v)} w(u) \leq K - w(v)$ then the vertex is called unconstrained else it is referred to as a constrained node. Pseudo-code for the Graph Multi-coloring Configuration Allocator (GMCA) based on the simplification lemma is presented in Algorithm 2.

Phases of graph multi-coloring configuration allocator.
1. Build: Live ranges are computed and the interference graph is constructed during this phase.
2. Coalesce: The coalesce step removes any unnecessary move (copy) instructions effectively merging the live ranges corresponding to the values connected by the move instruction.
3. Simplify: The simplification lemma is the basis for this step. Unconstrained nodes are selected and pushed onto the color_stack and removed from the interference graph. Since the simplification lemma guarantees that unconstrained nodes can always be colored if the reduced graph is colorable, they are removed from the graph. This step in turn might enable other constrained nodes to become unconstrained. If so, then it is repeated until either the graph is empty or all nodes are constrained.
4. Prioritize: Priorities are assigned to constrained live ranges. Live ranges are selected for coloring in order of their priority. Priority functions capture the expected benefit of allocating the live range to on chip resources as opposed to external memory.
5. ProcessNode: The highest priority node is selected for coloring. For each node, just as in [10], a Forbidden set is maintained which indicates the set of colors (resources) that have already been allocated and hence cannot be used


**Algorithm 2** Graph multi-coloring configuration allocator

```algorithm
function GMCA(CFG cfg) {
  G ← Build(cfg);
  while (G ≠ ∅) {
    while (∃v | v is unconstrained) {
      S.push(v);
      G ← G − {v};
    }
    if (G ≠ ∅) {
      ComputePriorities(G, h);
      v ← HighestPriorityNode(G);
      if (IsColorable(v)) {
        Color(v);
      } else {
        G ← Split(G, v);
      }
    }
  }
  ProcessStack(S);
}

function IsColorable(v) {
  return (v.ColorReq ≥ (K − \(\sum_{0<i≤K}v.Forbidden[i]\)));
}

function Color(v) {
  availColors ← v.Forbidden;
  P ← Min\{i | 0<i≤K\}\(\sum_{0<k≤i}availColors[k] = v.ColorReq\};
  mask ← 1^P 0^{N−P};
  v.Assignment ← v.availColors ∧ mask;
  \(\forall u | u \in Adj(v)\) : u.Forbidden ← u.Forbidden ∨ v.Assignment;
}
```

for the current node. If there are enough available colors that can satisfy the color requirement for the current node, the node is colored and the Forbidden sets of its neighbors are updated to reflect the allocation. If the set of available colors cannot satisfy the demand for this node, then the node is either spilled or the live range split depending on which one is most beneficial.

6. **ProcessStack:** Unconstrained nodes eliminated (pushed onto the color_stack) during the simplify phase are colored in the reverse order in which they were removed from the graph. The original graph is incrementally reconstructed by adding one node at a time from the top of the color_stack and is assigned the color vector. The simplification lemma guarantees that enough colors are available to color the inserted node.
5 Conclusion

In this paper, we defined the problems encountered in each of the phases of the compilation path for AEPIC. In some cases we proposed techniques that may be used to solve these compilation problems. Substantial research still needs to be done and we do not make any claims on whether any of these techniques are sufficient to fully exploit the capabilities of AEPIC processors.

References


Embedded Software Market Transformation through Reusable Frameworks

Wolfgang Pree and Alessandro Pasetti

Software Research Lab
University of Constance, D-78457 Constance, Germany
firstname.lastname@uni-konstanz.de
www.SoftwareResearch.net

Abstract. Object-oriented frameworks are a software reuse technology that fosters reuse of entire architectures and which has made software reuse a reality in many domain areas. Like other advanced software techniques, however, framework technology has seldom been used in the embedded domain. This paper argues that its application to embedded (control) systems is technically feasible and liable to bring to them the same benefits it has already brought to other domains. The description of a prototype framework for satellite control systems corroborates the argument. It is then argued that software frameworks, when combined with other enabling technologies, have the potential to standardize various aspects of embedded software and to transform the embedded systems market.

1 Project Culture versus Product Culture

Classical software development strategies do not focus on the reusability of software components. Bertrand Meyer [Mey89] remarks that “object-orientatedness is not just a programming style but the implementation of a certain view of what software should be—this view implies profound rethinking of the software process.” Thus we might discern between two views or cultures:

– The conventional culture is project-based: the classical software life-cycle or some of its variations have the goal of solving one certain problem. The primary question addressed in the analysis and design phases is “What must the system do?”, followed by a stepwise refinement of a system’s functions.

– The preconditions of a product culture are object-oriented development techniques, in particular object-oriented frameworks. This culture yields not only software systems that solve one certain problem, but reusable software components that are useful for a potentially large number of applications.

A set of ready-made reusable/adaptable software components also influences the system specification. In contrast to the project-based culture, where a software system is developed to satisfy specific needs, good frameworks typically capture the existing “best practices” in a domain. For example, the SAP system represents a framework that—although developed with a non-object-oriented language—standardizes
significant portions of how companies conduct business, covering areas such as accounting, human resource management, production planning and manufacturing. The SAP framework can be adapted and fine-tuned to the specific needs of companies. Though the effort required to adapt SAP to a specific company is significant and some adaptations are not feasible, the de facto domain standardization is part of SAP’s success story.

In other words, instead of slavishly adhering to the user’s or customer’s requests in the realm of a conventional custom-made system construction process, the system specification inherent in a framework most likely provides a somewhat different functionality (for example, without some nice-to-have features), which can be created by means of existing framework components. The customer has the choice between a custom-made system implemented (almost) from scratch with significantly more effort and cost, and a system built out of ready-made components by adapting a framework. The framework has the additional advantage that the quality of the resulting system in terms of reliability will likely be higher than the custom-made system. This is particularly true if the framework has been thoroughly tested and/or has already been reused several times. Some offers might be hard to refuse.

From an organizational perspective, successful application of framework technology implies a more integrated approach to software development that breaks down the traditional barrier between the application and the software specialists. The way how SAP systems are adapted to specific needs corroborates this change in the development process.

Other domains where a standardization through frameworks has lead to a product culture are graphical user interfaces and Internet applications. Fayad et al. [Fay99] present successful frameworks in various domains. We see no reason why a standardization of real-time embedded systems software should not be feasible.

2 Object-Oriented Frameworks for Reuse and Flexibility

Over the past decade object technology has gained widespread use in software development. Overall, three essential concepts comprise object technology: information hiding, inheritance/polymorphism and dynamic binding. The mixing ratio of these ingredients defines the flavors of object technology. Object-based systems stress information hiding. Object-oriented programming is often described as programming by difference as it adds inheritance and dynamic binding to the object-based paradigm. Nevertheless, the object-based and object-oriented paradigms do not automatically enhance reusability and extensibility. The coupling of components often manifests in the source code. Figure 1 schematically outlines the problem. If the right hand component should work with another component, its source code has to be changed.

---

1 software component: a piece of software with a programming interface; ideally deployable as unit. Classes and modules are examples of software components.
Go the extra mile—define abstractions! Object-oriented frameworks form a special breed of object-oriented systems with extensibility as key characteristic. The precondition for achieving extensibility and as a consequence plug&work composition capabilities are domain abstractions. They become abstract classes or Java/C# interfaces. Conceptually, domain abstractions form plugs. Polymorphism and dynamic binding allow a compositional adaptation of these components without having to change the source code. Figure 2 illustrates the difference to the previous solution: It depends on the dynamic type of the plugged in component which implementation of m1() is executed. The source code which calls m1() remains unchanged. This call-back-style of programming manifests in function/procedure parameters in conventional languages. Object-oriented languages provide polymorphism and dynamic binding for that purpose. As several methods can be grouped in object-oriented abstractions, the composition becomes more convenient if an object-oriented language is used.

A framework deserves the attribute well-designed if it offers the domain-specific plugs, often referred to as variation points, to achieve the desired flexibility for adaptations. Well-designed frameworks also predefine most of the overall architecture, that is, the composition and interaction of its components. Applications built on top of a framework reuse not only source code but architecture design—which we consider as an important characteristic of a framework.

Pros and Cons of Frameworks

Besides the fact that reuse of architecture design amounts to a standardization of the application structure, frameworks offer further advantages. Adapting a framework to produce specific applications implies a significant reduction in the size of the source code that has to be written by the application programmer. Mature frameworks allow
a reduction of up to 90% [Wei89, Fay99] compared to software written with the support of a conventional function library.

More good news is that framework-centered software development is not restricted to specific domains. Actually, frameworks are well-suited for almost any commercial and technical domain as sketched in Section 1.

The bad news is that framework development requires an extraordinary development effort. The costs to develop a framework are significantly higher (in the order of three to four times) compared to the development of a specific application: If similar applications already exist, they have to be studied carefully to come up with an appropriate generic semifinished system—the framework for the particular domain. Framework development requires a thorough domain understanding. Adaptations of the resulting framework lead to an iterative redesign. So frameworks represent a long-term investment that pays off only if similar applications are developed again and again in a given domain.

Framework development and reuse is at odds with the current project culture that tries to optimize the development of specific software solutions instead of generic ones. We refer to the discussion of organizational issues by Goldberg and Rubin [Gol95].

Finally, it takes considerable effort to learn and understand a framework. The application developer cannot use a framework without knowing the basics of the functionality and interactions the framework provides. This makes essential to not only provide a high-quality framework, but also a straightforward way to learn it. So-called cookbooks document frameworks and support their adaptations. They contain a set of recipes that provide step-by-step guidelines for typical adaptations together with sample source code. Visual, interactive composition tools may further support the configuration process.

Software Frameworks and Embedded Systems

Despite having proven its worth in various domains, framework technology is still largely shunned in the embedded world. To some extent, this is just one aspect of the wider problem of the technological backwardness of embedded software. Embedded software projects, when seen from the point of view of mainstream computer science, often appear to be taking place in a time warp: the language of choice remains C, the dominant architectural paradigm is only now shifting from procedural to object-based, software engineering tools are seldom used. Embedded systems additionally tend to be mass-produced which creates a financial incentive to limit their resources, and embedded software is consequently severely CPU- and memory-limited. The fact that object-oriented software requires some extra resources, is one reason why object-oriented frameworks have been avoided so far.

To penetrate the embedded world, framework technology must overcome at least this technological hurdle. This will require more powerful hardware and a greater willingness to see software as the main source of added value in embedded systems. Both conditions are gradually coming to be realized. On the one hand, the continuing decline in hardware costs is bringing more and more processing power and memory resources within the budgetary envelope of embedded software projects while, on the other hand, ever expanding consumer expectations are putting increasing demands on the software. Satisfying these demands will eventually force the adoption of the same
kind of technology prevalent in other domains and frameworks will undoubtedly play an important role in shortening development times and in improving product flexibility.

As part of our commitment to demonstrating the applicability of framework technology to embedded applications, we have designed and developed a prototype software framework for satellite control systems. Satellite systems are representative candidates because on-board processor resources are undergoing a rapid expansion with the traditional 16-bits CISC processors being replaced by 32-bits SPARC processors while, on the demand side, there is growing pressure to extend the capabilities of the on-board software. We think that similar trends are in evidence in other embedded fields and we believe that software frameworks represent an effective way to exploit the extra hardware resources now becoming available to meet the new user demands.

The prototype satellite framework was developed in cooperation with the European Space Agency by an interdisciplinary team that included both satellite and software expertise. Our experience certainly confirms the generally held view that this combination of software and domain skills was essential to the success of the project. Thus, we think that the satellite framework project is representative of future framework projects for embedded systems both from a technological and from an organizational point of view.

![Fig. 3. General structure of an AOCS](image)

### 3 Case Study: A Framework for Satellite Control Systems

The Attitude and Orbit Control System (AOCS) is usually the most complex of the subsystems on a satellite. Its main function is to process the measurements of a set of attitude and orbit sensors to generate commands for a set of actuators that are designed to stabilize the satellite’s orbital position and attitude. Additionally, the AOCS must respond to commands from a ground center and must generate housekeeping data for it. Finally, like most embedded systems, the AOCS must have a high degree of autonomy and must be capable of performing failure detection tests upon itself and of carrying out emergency recovery actions in response to detected failures. The AOCS is therefore a typical embedded control system and its structure is schematically shown in figure 3.

Although the AOCS framework was initially aimed at the AOCS domain, its applicability is in fact wider because, as became clear during its development, the
The framework is best seen as a collection of independent modules, the so-called *functionality managers*, that can be used either together or in isolation from each other and most of which are suitable for control systems other than the AOCS.

The AOCS framework is described in detail in [Pas01b] and on the Web site [Pas01c], which includes the freely available source code. [Pas01a] provides a summary of the framework components. Below, an overview of the principles that inspired its design is given together with a discussion of the problems that are specific to the embedded character of the target domain.

**Frameworks as Domain-Specific Operating System Extensions**

The typical structure of an embedded system is as shown in figure 4(a). The two intermediate layers represent the reusable part of the software whereas the top layer is application-specific and is typically re-developed from scratch for each new application. The operating system is reusable because it packages functionalities that are common to most embedded systems. The device drivers are instead reusable because they are specific to the (reusable) devices whose interface they encapsulate. Both the operating system and the device drivers are constituted by components (typically available as binary entities) that are characterized by the services they offer to their clients. They are intended to be delivered as off-the-shelf items and to be configured for use in a particular application at run-time.

![Fig. 4. Conventional (a) versus framework-based (b) structure of a control system.](image)

The operating system represents a framework because the configuration of an operating system during application initialization can be seen as an extension of the operating system itself through the call-back style of programming. Components typically register with the operating system by passing to it pointers to functions they expose and which the operating system – which retains overall control of the main thread of execution – calls when appropriate. The scheduler, for instance, which is one of the core components of an operating system, is configured by passing to it the entry points of the tasks that it must schedule.

When looking at figure 4(a), it is natural to ask whether the operating system really represents the highest possible level of reuse in embedded systems or whether there are commonalities beyond those covered by it that can be encapsulated in reusable and reconfigurable components. If one considers embedded systems in general, the
answer to this question is no. There is simply too much variation in the generic domain “embedded systems”. However, as one narrows the focus to particular categories of embedded systems, it becomes possible to identify functionalities that are common to groups of related applications and which can become the basis for domain-specific frameworks.

So far we cannot define these categories. In our project, we concentrated on satellite control systems and we tried to identify whether there were other OS-like functionalities that were specific to this domain and that might allow the OS to be extended in a domain-specific manner. In other words, the question we asked was: if we were to design an operating system only for satellite control systems, how would we do it? Which functions would this OS cover and which components would it offer to AOCS developers?

The OS achieves reusability by separating the implementation of a functionality from its management. Thus, for instance, the scheduler sees the tasks it schedules as abstract entities and it is exclusively responsible for deciding when they should be initialized, executed, suspended, etc. The scheduler is application-independent because it performs all these operations in a manner that is independent of how the tasks are implemented. In this sense, task management is separated from task implementation.

Analysis of the AOCS domain showed that there are several functionalities in an AOCS for which it is possible to have an analogous separation between management of the functionality and its implementation. In such cases, it then becomes possible to construct components that encapsulate the functionality management and that are completely application-independent. We have called such components the functionality managers. The AOCS framework offers managers for the following functionalities: telecommand and telemetry handling, failure detection, failure recovery, closed-loop controlling, as well as maneuvers and unit management.

The structure of an AOCS application instantiated from the framework then becomes as shown in figure 4(b). Comparison to figure 4(a) shows that the operating system has now been extended in a domain-specific fashion. It is worth pointing out that the functionality managers can be deployed independently of each other. There is another analogy with operating systems which are often offered as a bundle of modules of which only those needed by a particular application have to be installed.

The Real-Time Dimension

Satellite control systems—like many other embedded systems—are subject to hard real-time constraints. Framework technology has seldom been applied to hard real-time systems. This is partly for the same reasons why it has not been applied to embedded systems in general, but also because of the special problems inherent to real-timeness. Software frameworks rely heavily on dynamic binding as a behavior adaptation mechanism and dynamic binding makes static analysis of the timing properties of an application harder to perform. Additionally, many of the classical design patterns that are commonly used to model framework adaptability are typically implemented using dynamic memory allocation which is not used in real-time applications or use recursion which is again incompatible with static timing analysis.

The position adopted in the AOCS framework project is that since embedded systems are “closed” (all the components making up an application are known at
As mentioned above, the AOCS framework can be seen as a collection of design patterns that have been adapted to the special needs of the AOCS domain. In many cases, this adaptation takes the form of making the pattern compatible with the real-time requirements of AOCS applications either by removing the need for dynamic memory allocation or by showing how the depth of recursion can be bounded using semantic information.

Conventional frameworks are designed to have control of application execution [Mat99]. This is a problem in the AOCS domain – and indeed in most embedded systems – where applications often differ for the scheduling policy that they adopt. The framework therefore has to be insulated from scheduling aspects. This is done by turning the functionality managers into active components, namely components that offer an entry point to a generic scheduler that is assumed external to the framework itself. Decoupling from the scheduling policy is achieved by designing the functionality managers in such a way that they need not make any assumptions about the frequency with which they are activated, about the source of the activation call, or about the relative ordering in which they are activated.

This decision to leave scheduling aspects outside the framework can also be justified by noting that there already exist excellent reusable solutions to the scheduling problem, provided by commercial operating systems. Hence, a framework should concentrate on addressing issues that are not yet covered, while providing an interface to the components that address the scheduling problem.

All of the solutions we have implemented in the AOCS framework to tackle the real-time dimension could, at least in principle, be carried over to other embedded domains and therefore we believe that our project demonstrates that the framework approach can be successfully applied to this class of embedded systems.

The Framework and Autocoding Tools

Control engineers are becoming more and more accustomed to using environments such as Matlab that offers tools to design controllers and to simulate their operation. (We expect Matlab to prevail in the future. The discussion below applies equally well to similar tools, in particular XMath). Increasingly, such environments come with autocoding facilities that allow code to be generated that implements the controller defined by the user. Since the AOCS framework targets a control domain, the question naturally arises as to whether the approach it promotes to the development of an application is alternative, complementary to, or just different from, that promoted by autocoding tools [Pas99].

The main point to note in this respect is that the Matlab tool is aimed at facilitating the synthesis of control laws and that the implementation of the control algorithms usually represents a small part of the total application code. In the AOCS domain, it is probably around 20-30%. The remainder of the code covers tasks such as data handling or failure detection and recovery for which the autocoding tools do not offer any specific abstractions. Although, technically, it would be possible to generate an entire AOCS from Matlab, this approach would not foster reuse since understanding a complex Matlab model can be as difficult as understanding a complex piece of code.
Reusing it is as hard as reusing poorly structured code. The AOCS framework, on the other hand, is specifically designed to be portable across projects and to have a structure that facilitates maintainability, reusability and understandability.

On the other hand, the ease of designing control algorithms in Matlab and the convenience of being able to generate code that is guaranteed to match the models that were verified by simulation is too valuable to give up. The AOCS framework therefore takes the view that the framework and the autocoding approach are complementary. The framework defines the overall application architecture but it also offers wrappers for code generated by Matlab. The intention is that Matlab covers the design and implementation of the control algorithms whereas the framework provides the architectural skeleton for the application and covers all other aspects of an AOCS application.

4 Towards a Product Culture — The Way Ahead

The AOCS framework project is only the beginning of mid- to long-term research and development activities to improve the software process for embedded control systems. The objective is that control engineers can develop new applications within a particular domain with a minimum amount of manual coding by adapting semifinished frameworks mainly through visual/interactive composition (see figure 5). Conceptually, two stages can be identified in the application development process: the definition of the logical architecture and the definition of the physical architecture. The logical architecture covers the realization of the functional aspects whereas the physical architecture covers scheduling, communication and distribution issues.

The first actor in the definition process for the logical architecture is a tool such as Matlab which allows the control engineers to define and validate by simulation the control algorithms. An autocoding facility generates the corresponding code. The second actor in the definition of the logical architecture is an adequate framework providing a configurable architectural skeleton for the application and a set of default components representing common implementations of the functionalities. Inevitably, some manual development of components is required. Compliance with the framework facilitates the development of the new components and it preserves the
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**Fig. 5.** Development of embedded control systems out of framework components.
architectural integrity and high-level uniformity of the application by ensuring that the similar problems in different parts of the application receive similar solutions.

The components then need to be configured to form a complete application. This process is typically done by manually writing the code to glue together the components, but could be automated through visual/interactive tools analogous to commonly used GUI editors.

The final step in the application development process is the imposition of a physical architecture onto the logical architecture. This means that tasks must be allocated to processors in the distributed case or to processes in the single-processor case. Furthermore, scheduling policies must be defined and the schedulability must be checked. The communication infrastructure must be put in place to allow the tasks to exchange information among themselves and with the external world. We believe that logical and physical architectures should be kept separate and should be definable independently of each other. Within the object-oriented paradigm, this is possible if a middleware is available that sustains the “illusion of local action” [Ast01] by allowing components to interact as if they resided in the same address space. The logical architecture is defined in this fictitious but uniform space and the successive definition of a physical architecture leads to its splitting into intercommunicating subspaces possibly located on different nodes in a distributed network. Distribution and communication issues should again be handled automatically by dedicated tools.

Realizing the vision of figure 5 requires significant work. Nevertheless, the main planks of the direction outlined above are already in place. In particular, Matlab is a mature commercial product with autocoding facilities. It represents a defacto standard in the embedded community that is tested and widely applied. The AOCS framework provides wrappers for the generated Matlab code. The areas where work needs to concentrate in the future are: the generalization of the AOCS framework to embedded control systems, the development of visual/interactive composition tools, and the automation of the instantiation of logical architecture to the physical architecture of an embedded control application. For each of these areas, we are trying to provide proof-of-concepts solutions that are entirely built on existing technology.

A Set of Frameworks for Control Systems

The AOCS framework is targeted at satellite control systems. Although the structure of such systems is representative of that of generic embedded control systems, to be usable in other contexts, the AOCS framework needs to be modified and extended. This can be a gradual process resulting probably in a set of frameworks for different categories of control systems. Quite likely, additional abstractions have to be added and specific components have to be created. As the AOCS framework is made up of independently deployable functionality managers its extension can occur naturally.

An interesting aspect is whether the AOCS framework imposes a certain overall architecture or favors a real-time programming paradigm. It is unclear whether a focus on the time-triggered paradigm, which is considered superior for safety-critical applications [Kop97] would imply a different framework design.

The analogous question has to be raised for heavily distributed embedded systems as opposed to centralized architectures. This concerns, for example, the handling of external sensors. At present, the framework assumes “dumb” external units (sensors and actuators) of the kind currently used in satellite systems. These are conceptually
simple data acquisition devices with little or no internal processing capabilities. The trend is towards “intelligent” units which are processor-based and capable to interact with the central controller in complex ways. In the case of the AOCS, for instance, GPS receivers and star trackers with autonomous star pattern recognition capabilities are becoming common. They are endowed with software that rivals in complexity the software of the central AOCS computer. New concepts need to be developed to handle the interaction between a central computer and these intelligent peripherals.

A related problem concerns the definition of the boundaries of the control software. Once units start having their own software it is no longer clear whether one should consider the control software as separate from that of the external units. It may be more sensible to regard the entire control system as a distributed system and, in the spirit of figure 5, to design it as an integrated whole at the logical level and to leave its partitioning over central computer and external units to the second stage where the physical architecture of the system is defined.

Developing a Visual/Interactive Composition Tool

JavaBeans [Sun01] form the basis of component composition in Java development environments. The AOCS framework is currently being ported from C++ to Java and tested on an embedded target using a real-time version of Java. As part of the porting, all framework components are being turned into JavaBeans.

The advantage of transforming the framework into a set of beans and of modelling its instantiation as a sequence of bean operations is that it becomes possible to visually/interactively manipulate them in off-the-shelf Java development tools. For complex framework adaptations specific bean configuration editors might have to be provided.

Mapping the Logical Architecture to the Physical Architecture

The implementation of the logical architecture upon a physical platform requires ideally a description of the physical characteristics of the platform and a tool that can automatically map the logical architecture to the system at hand. An important property of such a tool should be its ability to take into account the real-time nature of most embedded control systems.

As already mentioned above, our philosophy is to reuse existing tools wherever possible and integrate them within the approach we are proposing. In this case, we found that Giotto [Hen00, Hen01] matches most of our requirements. Giotto can be seen as a middleware that offers a tool-supported design methodology for implementing embedded control systems on platforms of possibly distributed sensors, actuators, CPU’s, and networks. It is specifically intended to decouple the software design (the logical functionality) from implementation concerns (scheduling, communication, and mapping to physical resources) which makes it compatible with our distinction between logical and physical architectures.

In order to be used for the sketched purpose, Giotto must be supplemented with a middleware layer to support the illusion of local action. We assess existing middleware such as DCOM or CORBA and its real-time extension as too complex and thus as unsuitable for real-time applications. Instead we propose a lean
middleware concept that we call the delegate object mechanism [Bro01]. This concept is tailored to distributed real-time control system and is designed to be implemented upon a Giotto infrastructure.

We believe that the Giotto toolset combined with the delegate object mechanism automates the mapping of the functional architecture to the physical architecture, generating as an output the executable components ready to be downloaded on the embedded target.

5 Conclusions

Table 1 sketches possible means for automating the development of embedded systems. We view framework technology as key factor for coming up with reusable components for the functional aspects aside of control algorithms. A lean middleware, such as the delegate object mechanism together with Giotto could automate the mapping to a physical system and provide timing determinism. Due to the fact that the development of significant portions of embedded control system can be automated as sketched in the previous sections, we expect a thorough transformation of the embedded software market over the next decades similar to the transformation of the commercial software market through SAP since the 1970s.

Table 1. Means for automating embedded software development.

<table>
<thead>
<tr>
<th>Logical System</th>
<th>Control Algorithms</th>
<th>Automation Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20-30% of the logical system</td>
<td>reuse of models</td>
</tr>
<tr>
<td></td>
<td>Management</td>
<td>autocoding tools</td>
</tr>
<tr>
<td></td>
<td>70-80% of the logical system</td>
<td>reuse of framework components</td>
</tr>
<tr>
<td>Physical System</td>
<td>Timing Determinism</td>
<td>formal methods and tools</td>
</tr>
<tr>
<td></td>
<td>Distribution</td>
<td>middleware based on formal methods and tools</td>
</tr>
</tbody>
</table>
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Abstract. Embedded systems have been and will be deployed on a wide scale. Their applications range from bread toasters with 4-bit microcontrollers to large distributed systems on a large factory floor or a battleship. These systems also operate under a wide spectrum of constraints: size constraints, power consumption needs, processing power and communication bandwidth. Multiple domains of expertise in control systems, signal processing, communications, human-computing interfaces, fault-tolerance, testing and systems integration also come into play necessitating several system models, perspectives and sets of terms. As a result, solutions and techniques for building embedded systems have tended to be very specialized, piece-meal and fragmented in nature. Thanks to Moore’s Law and advances in software engineering, products and standards, future embedded systems can now be based on common frameworks and approaches.

The IMAGES (Integrated Modeling for Analysis and Generation of Embedded Software) project at Carnegie Mellon University is developing an integrated framework and toolset that can capture, model and analyze all steps of an end-to-end methodology to design embedded systems ranging from cost-constrained automotive control systems to large-scale avionics applications. The integrated toolset will interface with both commercial tools such as Rational Rose, TimeWiz from TimeSys Corporation, Matlab from MathWorks as well as research prototypes developed at Carnegie Mellon University. The framework enables multiple capabilities that have been done in compartmentalized ways, if at all, in a single coherent inter-operable manner. These capabilities include analyses (timing analysis, fault management analysis, Quality of Service analysis), modeling (hybrid systems modeling, resource consumption, event dependencies, software architecture capture), software reusability (using customizable component libraries), run-time services (RTOS and middleware abstractions, code-generation, target-specific optimizations), and verification (model checking, test-vector generation). The integration of the various system models is enabled by the use of a consistent and well-understood run-time scheduling framework based on event-driven priority-based preemptive scheduling and resource reservations.

System modeling, analysis and run-time data can be stored in a common data repository, which allows the interoperability of multiple tools operating on different models of the system. Model checking can be used...
to obtain the worst-case execution times of code segments, as well as to verify logical properties of the embedded application. Both design-time and run-time attributes of software components can be manipulated rendering embedded software components both customizable and reusable. Real-time UML and UML models can also be used to perform traditional modeling of the software components. Hybrid systems techniques are used to verify both the continuous and discrete dynamics of the physical plant being controlled. Application-specific code generation can be automatically interfaced to work with communications glue code in a location-independent fashion by the use of run-time abstractions. The target environment can be rich, with real-time operating systems ranging from real-time versions of Linux to OSEK, and middleware ranging from none to Real-Time Java to Real-Time CORBA.
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Abstract. This paper presents our experience implementing the memory management extensions in the Real-Time Specification for Java. These extensions are designed to give real-time programmers the control they need to obtain predictable memory system behavior while preserving Java’s safe memory model. We describe our implementation of certain dynamic checks required by the Real-Time Java extensions. In particular, we describe how to perform these checks in a way that avoids harmful interactions between the garbage collector and the memory management system. We also found that extensive debugging support was necessary during the development of Real-Time Java programs. We therefore used a static analysis and a dynamic debugging package during the development of our benchmark applications.

1 Introduction

Java is a relatively new and popular programming language. It provides a safe, garbage-collected memory model (no dangling references, buffer overruns, or memory leaks) and enjoys broad support in industry. The goal of the Real-Time Specification for Java is to extend Java to support key features required for writing real-time programs. These features include support for real-time scheduling and predictable memory management.

This paper presents our experience implementing the Real-Time Java memory management extensions. The goal of these extensions is to preserve the safety of the base Java memory model while giving the real-time programmer the additional control that he or she needs to develop programs with predictable memory system behavior. In the base Java memory model, all objects are allocated out of a single garbage-collected heap, raising the issues of garbage-collection pauses and unbounded object allocation times.

Real-Time Java extends this memory model to support two new kinds of memory: immortal memory and scoped memory. Objects allocated in immortal memory live for the entire execution of the program. The garbage collector scans objects allocated in immortal memory to find (and potentially change) references into the garbage collected heap but does not otherwise manipulate these objects.

Each scoped memory conceptually contains a preallocated region of memory that threads can enter and exit. Once a thread enters a scoped memory, it can...
allocate objects out of that memory, with each allocation taking a predictable amount of time. When the thread exits the scoped memory, the implementation deallocates all objects allocated in the scoped memory without garbage collection. The specification supports nested entry and exit of scoped memories, which threads can use to obtain a stack of active scoped memories. The lifetimes of the objects stored in the inner scoped memories are contained in the lifetimes of the objects stored in the outer scoped memories. As for objects allocated in immortal memory, the garbage collector scans objects allocated in scoped memory to find (and potentially change) references into the garbage collected heap but does not otherwise manipulate these objects.

The Real-Time Java specification uses dynamic access checks to prevent dangling references and ensure the safety of using scoped memories. If the program attempts to create either 1) a reference from an object allocated in the heap to an object allocated in a scoped memory or 2) a reference from an object allocated in an outer scoped memory to an object allocated in an inner scoped memory, the specification requires the implementation to throw an exception.

1.1 Threads and Garbage Collection

The Real-Time Java thread and memory management models are tightly intertwined. Because the garbage collector may temporarily violate key heap invariants, it must be able to suspend any thread that may interact in any way with objects allocated in the garbage-collected heap. Real-Time Java therefore supports two kinds of threads: real-time threads, which may access and refer to objects stored in the garbage-collected heap, and no-heap real-time threads, which may not access or refer to these objects. No-heap real-time threads execute asynchronously with the garbage collector; in particular, they may execute concurrently with or suspend the garbage collector at any time. On the other hand, the garbage collector may suspend real-time threads at any time and for unpredictable lengths of time.

The Real-Time Java specification uses dynamic heap checks to prevent interactions between the garbage collector and no-heap real-time threads. If a no-heap real-time thread attempts to manipulate a reference to an object stored in the garbage-collected heap, the specification requires the implementation to throw an exception. We interpret the term “manipulate” to mean read or write a memory location containing a reference to an object stored in the garbage collected heap, or to execute a method with such a reference passed as a parameter.

1.2 Implementation

The primary complication in the implementation is potential interactions between no-heap real-time threads and the garbage collector. One of the basic design goals in the Real-Time Java specification is that the presence of garbage collection should never affect the ability of the no-heap real-time thread to run. We devoted a significant amount of time and energy working with our design to convince ourselves that the interactions did in fact operate in conformance with the specification.
1.3 Debugging

We found it difficult to use scoped and immortal memories correctly, especially in the presence of the standard Java libraries, which were not designed with the Real-Time Specification for Java in mind. We therefore found it useful to develop some debugging tools. These tools included a static analysis which finds incorrect uses of scoped memories and a dynamic instrumentation system that enabled the implementation to print out information about the sources of dynamic check failures.

2 Programming Model

Because of the proliferation of different kinds of memory areas and threads, Real-Time Java has a fairly complicated programming model.

2.1 Entering and Exiting Memory Areas

Real-Time Java provides several kinds of memory areas: scoped memory, immortal memory, and heap memory. Each thread maintains a stack of memory areas; the memory area on the top of the stack is the thread’s default memory area. When the thread creates a new object, it is allocated in the default memory area unless the thread explicitly specifies that the object should be allocated in some other memory area. If a thread uses this mechanism to attempt to allocate an object in a scoped memory, the scoped memory must be present in the thread’s stack of memory areas. No such restriction exists for objects allocated in immortal or heap memory.

Threads can enter and exit memory areas. When a thread enters a memory area, it pushes the area onto its stack. When it exits the memory area, it pops the area from the stack. There are two ways to enter a memory area: start a parallel thread whose initial stack contains the memory area, or sequentially execute a run method that executes in the memory area. The thread exits the memory area when the run method returns.

The programming model is complicated somewhat by the fact that 1) a single thread can reenter a memory area multiple times, and 2) different threads can enter memory areas in different orders. Assume, for example, that we have two scoped memories A and B and two threads T and S. T can first enter A, then B, then A again, while S can first enter B, then A, then B again. The objects in A and B are deallocated only when T exits A, then B, then A again, and S exits B, then A, then B again. Note that even though the programming model specifies nested entry and exit of memory areas, these nested entries and exits do not directly translate into a hierarchical inclusion relationship between the lifetimes of different memory areas.

2.2 Scoped Memories

Scoped memories, in effect, provide a form of region-based memory allocation. They differ somewhat from other forms of region-based memory allocation.
in that each scoped memory is associated with one or more computations (each computation is typically a thread, but can also be the execution of a sequentially invoked run method), with all of the objects in the scoped memory deallocated when all of its associated computations terminate.

The primary issue with scoped memories is ensuring that their use does not create dangling references, which are references to objects allocated in scoped memories that have been deallocated. The basic strategy is to use dynamic access checks to prevent the program from creating a reference to an object in a scoped memory from an object allocated in either heap memory, immortal memory, or a scoped memory whose lifetime encloses that of the first scoped memory. Whenever a thread attempts to store a reference to a first object into a field in a second object, an access check verifies that:

If the first object is allocated in a scoped memory, then the second object must also be allocated in a scoped memory whose lifetime is contained in the lifetime of the scoped memory containing the first object.

The implementation checks the containment by looking at the thread’s stack of scoped memories and checking that either 1) the objects are allocated in the same scoped memory, or 2) the thread first entered the scoped memory of the second object before it first entered the scoped memory of the first object. If this check fails, the implementation throws an exception.

Let’s consider a quick example to clarify the situation. Assume we have two scoped memories A and B, two objects O and P, with O allocated in A and P allocated in B, and two threads T and S. Also assume that T first enters A, then B, then A again, while S first enters B, then A, then B again. Now T can store a reference to O in a field of P, but cannot store a reference to P in a field of O. For S, the situation is reversed: S cannot store a reference to O in a field of P, but can store a reference to P in a field of O.

2.3 No-Heap Real-Time Threads

No-heap real-time threads have an additional set of restrictions; these restrictions are intended to ensure that the thread does not interfere with the garbage collector. Specifically, the Real-Time Specification for Java states that a no-heap real-time thread, which can run asynchronously with the garbage collector, “is never allowed to allocate or reference any object allocated in the heap nor is it even allowed to manipulate the references to objects in the heap.” Our implementation uses five runtime heap checks to ensure that a no-heap real-time thread does not interfere with garbage collection by manipulating heap references. The implementation uses three of these types of checks, CALL, METHOD, and NATIVECALL to guard against poorly implemented native methods or illegal compiler calls into the runtime. These three checks can be removed if all native and runtime code is known to operate correctly.

- **CALL**: A native method invoked by a no-heap real-time thread cannot return a reference to a heap allocated object.
- **METHOD**: A Java method cannot be passed a heap allocated object as an argument while running in a no-heap real-time thread.

- **NATIVECALL**: A compiler-generated call into the runtime implementation from a no-heap real-time thread cannot return a reference to a heap allocated object.

- **READ**: A no-heap real-time thread cannot read a reference to a heap allocated object.

- **WRITE**: As part of the execution of an assignment statement, a no-heap real-time thread cannot overwrite a reference to a heap allocated object.

### 3 Example

We next present an example that illustrates some of the features of the Real-Time Specification for Java. Figure 1 presents a sample program written in Real-Time Java. This program is a version of the familiar “Hello World” program augmented to use the Real-Time Java features. It first creates a scoped memory with a worst-case Linear Time allocation scheme (\(\text{LTMemory}\)) with a size of 1000 bytes. It then runs the code of the `run` method in this new scope. The `run` method creates a new variable time allocation scoped memory (the \(\text{VTMemory}\) object) and a new `Worker NoHeapRealtimeThread`. Both of these objects are allocated in the \(\text{LTMemory}\) scoped memory. The `run` method then starts the `Worker` thread and executes its `join` method, which will return when the `Worker` finishes.

The `Worker` thread runs in the new \(\text{VTMemory}\). The `Worker`'s `run` method allocates a new `String[1]` in \(\text{ImmortalMemory}\) and stores a reference to this string in the static `results` field of the `Main` class, which was previously initialized to `null`. The `Worker` then creates a new `String`, “Hello World!”, to place in the array. The worker then finishes, and the implementation deallocates all of the objects allocated in the \(\text{VTMemory}\). Back in the main thread, the `join` method returns, and the main thread returns back out of its `run` method. The implementation deallocates all of the objects allocated in the \(\text{LTMemory}\). Finally, the main thread prints “Hello World”, the first element of the `results` array, to the screen.

Note that the \(\text{LTMemory}\) and \(\text{VTMemory}\) constructors differ slightly from the constructors described in the Realtime Java specification. We implemented these constructors in addition to the specified constructors to provide additional flexibility and convenience for the programmer.

This Hello World program is a legal program using our system. However, any of the following changes would make it an illegal program:

1. Replace the `im.newInstance...` with ‘‘Hello World!’’ and there would be an illegal reference from an \(\text{ImmortalMemory}\) to a \(\text{ScopedMemory}\).
2. Replace the `im.newArray...` with `new String[1]` and there would be an illegal static reference to a \(\text{ScopedMemory}\).
3. Replace the `ImmortalMemory.instance()` with `HeapMemory.instance()`, and there would be an illegal heap reference in a `NoHeapRealtimeThread (READ)`.

4. Replace the `null` with a `new String[1]` and the `NoHeapRealtimeThread` would be illegally destroying a heap reference by assigning `Main.results (WRITE)`.

5. Place the `Worker w` in the `main` method and the assignment `w = new Worker...` would illegally create a reference from the heap to a `ScopedMemory`.

6. Place the `System.out` in the `NoHeapRealtimeThread` and the `NoHeapRealtimeThread` would be illegally reading from the heap. `System.out` is initialized in the initial `MemoryArea` at the start of the program, the `HeapMemory (READ)` As a consequence, the `NoHeapRealtimeThread` cannot `System.out.println` the message from the exception.

7. Place the entire `Worker w = new Worker(new VTMemory());` outside the `LTMemory` scope, and the `this` pointer of the `NoHeapRealtimeThread` would illegally point to the heap (METHOD).
4 Implementation

Our discussion of the implementation focuses on three aspects: implementing the heap and access checks, implementing the additional scoped immortal memory functionality, and ensuring the absence of interactions between no-heap real-time threads and the garbage collector.

4.1 Heap Check Implementation

The implementation must be able to take an arbitrary reference to an object and determine the kind of memory area in which it is allocated. To support this functionality, our implementation adds an extra field to the header of each object. This field contains a pointer to the memory area in which the object is allocated.

One complication with this scheme is that the garbage collector may violate object representation invariants during collection. If a no-heap real-time thread attempts to use the field in the object header to determine if an object is allocated in the heap, it may access memory rendered invalid by the actions of the garbage collector. We therefore need a mechanism which enables a no-heap real-time thread to differentiate between heap references and other references without attempting to access the memory area field of the object.

We first considered allocating a contiguous address region for the heap, then checking to see if the reference falls within this region. We decided not to use this approach because of potential interactions between the garbage collector and the code in the no-heap real-time thread that checks if the reference falls within the heap. Specifically, using this scheme would force the garbage collector to always maintain the invariant that the current heap address region include all previous heap address regions. We were unwilling to impose this restriction on the collector.

We then considered a variety of other schemes, but eventually settled on the (relatively simple) approach of setting the low bit of all heap references. The generated code masks off this bit before dereferencing the pointer to access the object. With this approach, no-heap real-time threads can simply check the low bit of each reference to check if the reference points into the heap or not.

Our current system uses the memory area field in the object header to obtain information about objects allocated in scoped memories and immortal memory. The basic assumption is that the objects allocated in these kinds of memory areas will never move or have their memory area field temporarily corrupted or invalidated.

Figure 2 presents the code that the compiler emits for each heap check; Figure 3 presents the code that determines if the current thread is a no-heap real-time thread. Note that the emitted code first checks to see if the reference is a heap reference — our expectation is that most Real-Time Java programs will manipulate relatively few references to heap-allocated objects. This expectation holds for our benchmark programs (see Section 5).
### 4.2 Access Check Implementation

The access checks must be able to determine if the lifetime of a scoped memory area A is included in the lifetime of another scoped memory area B. The implementation searches the thread’s stack of memory areas to perform this check. It first searches for the occurrence of A closest to the start of the stack (recall that A may occur multiple times on the stack). It then searches to check if there is
an occurrence of B between that occurrence of A and the start of the stack. If so, the access check succeeds; otherwise, it fails.

The current implementation optimizes this check by first checking to see if A and B are the same scoped memory area. Figure 4 presents the emitted code for the access checks, while Figure 5 presents some of the run-time code that this emitted code invokes.

Fig. 4. Emitted Code for Access Checks

New Object (or Array):

```java
obj = new foo(); (or obj = new foo()[1][2][3];)
```

becomes:

```java
ma = RealtimeThread.currentRealtimeThread().getMemoryArea();
obj = new foo(); (or obj = new foo()[1][2][3];)
obj.memoryArea = ma;
```

Access check:

```java
obj.foo = bar;
```

becomes:

```java
ma = MemoryArea.getMemoryArea(obj); /* or ma = ImmortalMemory.instance(),
ma.checkAccess(bar); if a static field */
obj.foo = bar;
```

4.3 Operations on Memory Areas

The implementation needs to perform three basic operations on scoped and immortal memory areas: allocate an object in the area, deallocate all objects in the area, and provide the garbage collector with the set of all heap references stored in the memory area. Note a potential interaction between the garbage collector and no-heap real-time threads. The garbage collector may be in the process of retrieving the heap references stored in a memory area when a no-heap real-time thread (operating concurrently with or interrupting the garbage collector) allocates objects in that memory area. The garbage collector must operate correctly in the face of the resulting changes to the underlying memory area data structures. The system design also cannot involve locks shared between the no-heap real-time thread and the garbage collector (the garbage collector is not allowed to block a no-heap real-time thread). But the garbage collector may assume that the actions of the no-heap real-time thread do not change the set of heap references stored in the memory area.

Each memory area may have its own object allocation algorithm. Because the same code may execute in different memory areas at different times, our
implementation is set up to dynamically determine the allocation algorithm to use based on the current memory area. Whenever a thread allocates an object, it looks up a data structure associated with the memory area. A field in this structure contains a pointer to the allocation function to invoke. This structure also contains a pointer to a function that retrieves all of the heap references from the area, and a function that deallocates all of the objects allocated in the area.

4.4 Memory Area Reference Counts

As described in the Real-Time Java Specification, each memory area maintains a count of the number of threads currently operating within that region. These counts are (atomically) updated when threads enter or exit the region. When the count becomes zero, the implementation deallocates all objects in the area.

Consider the following situation. A thread exits a memory area, causing its reference count to become zero, at which point the implementation starts to invoke finalizers on the objects in the memory area as part of the deallocation
process. While the finalizers are running, a no-heap real-time thread enters the memory area. According to the Real-Time Java specification, the no-heap real-time thread blocks until the finalizers finish running. There is no mention of the priority with which the finalizers run, raising the potential issue that the no-heap real-time thread may be arbitrarily delayed. A final problem occurs if the no-heap real-time thread first acquires a lock, a finalizer running in the memory area then attempts to acquire the lock (blocking because the no-heap real-time thread holds the lock), then the no-heap real-time thread attempts to enter the memory area. The result is deadlock — the no-heap real-time thread waits for the finalizer to finish, but the finalizer waits for the no-heap real-time thread to release the lock.

4.5 Memory Allocation Algorithms

We have implemented two simple allocators for scoped memory areas: a stack allocator and a malloc-based allocator. The current implementation uses the stack allocator for instances of LTMemory, which guarantee linear-time allocation, and the malloc-based allocator for instances of VTMemory, which provide no time guarantees.

The stack allocator starts with a fixed amount of available free memory. It maintains a pointer to the next free address. To allocate a block of memory, it increments the pointer by the size of the block, then returns the old value of the pointer as a reference to the newly allocated block. Our current implementation uses this allocation strategy for instances of the LTMemory class, which guarantees a linear time allocation strategy.

There is a complication associated with this implementation. Note that multiple threads can attempt to concurrently allocate memory from the same stack allocator. The implementation must therefore use some mechanism to ensure that the allocations take place atomically. Note that the use of lock synchronization could cause an unfortunate coupling between real-time threads, no-heap real-time threads, and the garbage collector. Consider the following scenario. A real-time thread starts to allocate memory, acquires the lock, is suspended by the garbage collector, which is then suspended by a no-heap real-time thread that also attempts to allocate memory from the same allocator. Unless the implementation does something clever, it could either deadlock or force the no-heap real-time thread to wait until the garbage collector releases the real-time thread to complete its memory allocation.

Our current implementation avoids this problem by using a lock-free, non-blocking atomic exchange-and-add instruction to perform the pointer updates. Note that on a multiprocessor in the presence of contention from multiple threads attempting to concurrently allocate from the same memory allocator, this approach could cause the allocation time to depend on the precise timing behavior of the atomic instructions. We would expect some machines to provide no guarantee at all about the termination time of these instructions.

The malloc-based allocator simply calls the standard malloc routine to allocate memory. Our implementation uses this strategy for instances of LTMemory.
To provide the garbage collector with a list of heap references, our implementation keeps a linked list of the allocated memory blocks and can scan these blocks on demand to locate references into the heap.

Our design makes adding a new allocator easy; the malloc-based allocator required only 25 lines of C code and only 45 minutes of coding, debugging, and testing time. Although the system is flexible enough to support multiple dynamically-changing allocation routines, VTMemorys use the linked-list allocator, while LTMemorys use the stack-allocator.

4.6 Garbage Collector Interactions

References from heap objects can point both to other heap objects and to objects allocated in immortal memory. The garbage collector must therefore recognize references to immortal memory and treat objects allocated in immortal memory differently than objects allocated in heap memory. In particular, the garbage collector cannot change the objects in ways that would interact with concurrently executing no-heap real-time threads.

Our implementation handles this issue as follows. The garbage collector first scans the immortal and scoped memories to extract all references from objects allocated in these memories to heap allocated objects. This scan is coded to operate correctly in the presence of concurrent updates from no-heap real-time threads. The garbage collector uses the extracted heap references as part of its root set.

During the collection phase, the collector does not trace references to objects allocated in immortal memory. If the collector moves objects, it may need to update references from objects allocated in immortal memory or scoped memories to objects allocated in the heap. It performs these updates in such a way that it does not interfere with the ability of no-heap real-time threads to recognize such references as referring to objects allocated in the heap. Note that because no-heap real-time threads may access heap references only to perform heap checks, this property ensures that the garbage collector and no-heap real-time threads do not inappropriately interfere.

5 Debugging Real-Time Java Programs

An additional design goal becomes extremely important when actually developing Real-Time Java programs: ease of debugging. During the development process, facilitating debugging became a primary design goal. In fact, we found it close to impossible to develop error-free Real-Time Java programs without some sort of assistance (either a debugging system or static analysis) that helped us locate the reason for our problems using the different kinds of memory areas. Our debugging was especially complicated by the fact that the standard Java libraries basically don’t work at all with no-heap real-time threads.
5.1 Incremental Debugging

During our development of Real-Time Java programs, we found the following incremental debugging strategy to be useful. We first stubbed out all of the Real-Time Java heap and access checks and special memory allocation strategies, in effect running the Real-Time Java program as a standard Java program. We used this version to debug the basic functionality of the program. We then added the heap and access checks, and used this version to debug the memory allocation strategy of the program. We were able to use this strategy to divide the debugging process into stages, with a manageable amount of bugs found at each stage.

It is also possible to use static analysis to verify the correct use of Real-Time Java scoped memories \[5\]. We had access to such an analysis when we were implementing our benchmark programs, and the analysis was very useful for helping us debug our use of scoped memories. It also dramatically increased our confidence in the correctness of the final program, and enabled a static check elimination optimization that improved the performance of the program.

5.2 Additional Runtime Debugging Information

Heap and access checks can be used to help detect mistakes early in the development process, but additional tools may be necessary to understand and fix those mistakes in a timely fashion. We therefore augmented the memory area data structure to produce a debugging system that helps programmers understand the causes of object referencing errors.

When a debugging flag is enabled, the implementation attaches the original Java source code file name and line number to each allocated object. Furthermore, with the use of macros, we also obtain allocation site information for native methods. We store this allocation site information in a list associated with the memory area in which the object is allocated. Given any arbitrary object reference, a debugging function can retrieve the debugging information for the object. Combined with a stack trace at the point of an illegal assignment or reference, the allocation site information from both the source and destination of an illegal assignment or the location of an illegal reference can be instrumental in quickly determining the exact cause of the error and the objects responsible. Allocation site information can also be displayed at the time of allocation to provide a program trace which can help determine control flow, putting the reference in a context at the time of the error.

6 Results

We implemented the Real-Time Java memory extensions in the MIT Flex compiler infrastructure\[1\]. Flex is an ahead-of-time compiler for Java that generates both native code and C; it can use a variety of garbage collectors. For these

\[1\] Available at www.flexc.lcs.mit.edu
We obtained several benchmark programs and used these programs to measure the overhead of the heap checks and access checks. Our benchmarks include Barnes, a hierarchical N-body solver, and Water, which simulates water molecules in the liquid state. Initially these benchmarks allocated all objects in the heap. We modified the benchmarks to use scoped memories whenever possible. We also present results for two synthetic benchmarks, Tree and Array, that use object field assignment heavily. These benchmarks are designed to obtain the maximum possible benefit from heap and access check elimination.

Table 1 presents the number of objects we were able to allocate in each of the different kinds of memory areas. The goal is to allocate as many objects as possible in scoped memory areas; the results show that we were able to modify the programs to allocate the vast majority of their objects in scoped memories. Java programs also allocate arrays; Table 2 presents the number of arrays that we were able to allocate in scoped memories. As for objects, we were able to allocate the vast majority of arrays in scoped memories.

Table 3 presents the number and type of access checks for each benchmark. Recall that there is a check every time the program stores a reference. The different columns of the table break down the checks into categories depending on the target of the store and the memory area that the stored reference refers to. For example, the Scoped to Heap column counts the number of times the program stored a reference to heap memory into an object or array allocated in a scoped memory. Table 4 presents the running times of the benchmarks. We report results for six different versions of the program. The first three versions all have both heap and access checks, and vary in the memory area they use for objects that we were able to allocate in scoped memory. The Heap version allocates all objects in the heap. The VT version allocates scoped-memory objects in instances of
VTMemory (which use malloc-based allocation); the LT version allocates scoped-memory objects in instances of LTMemory (which use stack-based allocation). The next three versions use the same allocation strategy, but the compiler generates code that omits all of the checks. For our benchmarks, our static analysis is able to verify that none of the checks will fail, enabling the compiler to eliminate all of these checks [5].

Table 3. Access Check Counts

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Heap to Heap</th>
<th>Heap to Immortal</th>
<th>Scoped to Heap</th>
<th>Scoped to Scoped</th>
<th>Scoped to Immortal</th>
<th>Immortal to Heap</th>
<th>Immortal to Immortal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Array</td>
<td>14</td>
<td>8</td>
<td>0</td>
<td>400,040,000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tree</td>
<td>14</td>
<td>8</td>
<td>0</td>
<td>65,597,532</td>
<td>65,601,536</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Water</td>
<td>409,907</td>
<td>0</td>
<td>17,836</td>
<td>9,890,211</td>
<td>844</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Barnes</td>
<td>90,856</td>
<td>80,448</td>
<td>9,742</td>
<td>4,596,716</td>
<td>1328</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Execution Times of Benchmark Programs

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>With Checks</th>
<th>Without Checks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Heap  VT LT</td>
<td>Heap  VT LT</td>
</tr>
<tr>
<td>Array</td>
<td>28.1  43.2  43.1</td>
<td>7.8  7.7  8.0</td>
</tr>
<tr>
<td>Tree</td>
<td>13.2  16.6  16.6</td>
<td>6.9  6.9  6.9</td>
</tr>
<tr>
<td>Water</td>
<td>58.2  47.4  37.8</td>
<td>52.3  40.2  30.2</td>
</tr>
<tr>
<td>Barnes</td>
<td>38.3  22.3  17.2</td>
<td>34.7  19.5  14.4</td>
</tr>
</tbody>
</table>

These results show that checks add significant overhead for all benchmarks. But the use of scoped memories produces significant performance gains for Barnes and Water. In the end, the use of scoped memories without checks significantly increases the overall performance of the program. To investigate the causes of the performance differences, we instrumented the run-time system to measure the garbage collection pause times. Based on these measurements, we attribute most of the performance differences between the versions of Water and Barnes with and without scoped memories to garbage collection overheads. Specifically, the use of scoped memories improved every aspect of the garbage collector; it reduced the total garbage collection overhead, increased the time between collections, and significantly reduced the pause times for each collection.

For Array and Tree, there is almost no garbage collection for any of the versions and the versions without checks all exhibit basically the same performance. With checks, the versions that allocate all objects in the heap run faster than the versions that allocate objects in scoped memories. We attribute this performance difference to the fact that heap to heap access checks are faster than scope to scope access checks.
7 Related Work

Christiansen and Velschow suggested a region-based approach to memory management in Java; they called their system RegJava [4]. They found that fixed-size regions have better performance than variable-sized regions and that region allocation has more predictable and often better performance than garbage collection. Static analysis can be used to detect where region annotations should be placed, but the annotations often need to be manually modified for performance reasons. Compiling a subset of Java which did not include threads or exceptions to C++, the RegJava system does not allow regions to coexist with garbage collection. Finally, the RegJava system permits the creation of dangling references.

Gay and Aiken implemented a region-based extension of C called C@ which used reference counting on regions to safely allocate and deallocate regions with a minimum of overhead [1]. Using special region pointers and explicit deleteRegion calls, Gay and Aiken provide a means of explicitly manipulating region-allocated memory. They found that region-based allocation often uses less memory and is faster than traditional malloc/free-based memory management. Unfortunately, counting escaping references in C@ can incur up to 16% overhead. Both Christiansen and Velschow and Gay and Aiken explore the implications of region allocation for enhancing locality.

Gay and Aiken also produced RC [2], an explicit region allocation dialect of C, and an improvement over C@. RC uses hierarchically structured regions and sameregion, traditional, and parentptr pointer annotations to reduce the reference counting overhead to at most 11% of execution time. Using static analysis to reduce the number of safety checks, RC demonstrates up to a 58% speedup in programs that use regions as opposed to garbage collection or the typical malloc and free. RC uses 8KB aligned pages to allocate memory and the runtime keeps a map of pages to regions to resolve regionof calls quickly. Regions have a partial order to facilitate parentptr checks.

Region analysis seems to work best when the programmer is aware of the analysis, indicating that explicitly defined regions which give the programmer control over storage allocation may lead to more efficient programs. For example, the Tofte/Talpin ML inference system required that the programmer be aware of the analysis to guard against excessive memory leaks [6]. Programs which use regions explicitly may be more hierarchically structured with respect to memory usage by programmer design than programs intended for the traditional, garbage-collected heap. Therefore, Real-Time Java uses hierarchically-structured, explicit, reference-counted regions that strictly prohibit the creation of dangling references.

Our research is distinguished by the fact that Real-Time Java is a strict superset of the Java language; any program written in ordinary Java can run in our Real-Time Java system. Furthermore, a Real-Time Java thread which uses region allocation and/or heap allocation can run concurrently with a thread from any ordinary Java program, and we support several kinds of region-based allocation and allocation in a garbage collected heap in the same system.
8 Conclusion

The Real-Time Java Specification promises to bring the benefits of Java to programmers building real-time systems. One of the key aspects of the specification is extending the Java memory model to give the programmer more control over the memory management. We have implemented these extensions. We found that the primary implementation complication was ensuring a lack of interference between the garbage collector and no-heap real-time threads, which execute asynchronously with respect to the design. We also found debugging tools necessary for the effective development of programs that use the Real-Time Java memory management extensions. We used both a static analysis and a dynamic debugging system to help locate the source of incorrect uses of these extensions.
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Abstract. Embedded systems for safety-critical applications often integrate multiple “functions” and must generally be fault-tolerant. These requirements lead to a need for mechanisms and services that provide protection against fault propagation and ease the construction of distributed fault-tolerant applications. A number of bus architectures have been developed to satisfy this need. This paper reviews the requirements on these architectures, the mechanisms employed, and the services provided. Four representative architectures (SAFEbus™, SPIDER, TTA, and FlexRay) are briefly described.

1 Introduction

Embedded systems generally operate as closed-loop control systems: they repeatedly sample sensors, calculate appropriate control responses, and send those responses to actuators. In safety-critical applications, such as fly- and drive-by-wire (where there are no direct connections between the pilot and the aircraft control surfaces, nor between the driver and the car steering and brakes), requirements for ultra-high reliability demand fault tolerance and extensive redundancy. The embedded system then becomes a distributed one, and the basic control loop is complicated by mechanisms for synchronization, voting, and redundancy management.

Systems used in safety-critical applications have traditionally been federated, meaning that each “function” (e.g., autopilot or autothrottle in an aircraft, and brakes or suspension in a car) has its own fault-tolerant embedded control system with only minor interconnections to the systems of other functions. This provides a strong barrier to fault propagation: because the systems supporting different functions do not share resources, the failure of one function has little effect on the continued operation of others. The federated approach is expensive, however (because each function has its own replicated system), so recent applications are moving toward more integrated solutions in which some resources are shared across different functions. The new danger here is that faults

* This research was supported by the DARPA MOBIES and NEST programs through USAF Rome Laboratory contracts F33615-00-C-1700 and F33615-01-C-1908, and by NASA Langley Research Center under contract NAS1-20334 and Cooperative Agreement NCC-1-377 with Honeywell Incorporated.
may propagate from one function to another; *partitioning* is the problem of restoring to integrated systems the strong defenses against fault propagation that are naturally present in federated systems. A dual issue is that of *strong composability*: here we would like to take separately developed functions and have them run without interference on an integrated system platform with negligible integration effort.

The problems of fault tolerance, partitioning, and strong composability are challenging ones. If handled in an ad-hoc manner, their mechanisms can become the primary sources of faults and of *unreliability* in the resulting architecture [10]. Fortunately, most aspects of these problems are independent of the particular functions concerned, and they can be handled in a principled and correct manner by generic mechanisms implemented as an architecture for distributed embedded systems.

One of the essential services provided by this kind of architecture is communication of information from one distributed component to another, so a (physical or logical) communication bus is one of its principal components, and the protocols used for control and communication on the bus are among its principal mechanisms. Consequently, these architectures are often referred to as *buses* (or *databuses*), although this term understates their complexity, sophistication, and criticality. In truth, these architectures are the safety-critical core of the applications built above them, and the choice of services to provide to those applications, and the mechanisms of their implementation, are issues of major importance in the construction and certification of safety-critical embedded systems.

In this paper, I survey some of the issues in the design of bus architectures for safety-critical embedded systems. I hope this will prove useful to potential users of these architectures and will alert others to the benefits of building on such well-considered foundations. My presentation is derived from a review of four representative architectures: two of these were primarily designed for aircraft applications and two for automobiles. The economies of scale make the automobile buses quite inexpensive—which then renders them attractive in certain aircraft applications. The aircraft buses considered are the Honeywell SAFEbus [1, 7] (the top-level avionics bus used in the Boeing 777) and the NASA SPIDER [11] (an architecture being developed as a demonstrator for certification under the new DO254 guidelines [15]); the automobile buses considered are the TTTech Time-Triggered Architecture (TTA) [24, 8], recently adopted by Audi and Volkswagen for automobile applications, and by Honeywell for avionics and aircraft controls functions, and FlexRay [3], which is being developed by a consortium of BMW, DaimlerChrysler, Motorola, and Philips. A detailed comparison of these four architectures, along with more extended discussion of the issues, is available as a technical report [17].

The paper is organized as follows: Section 2 examines general issues in time-triggered systems and bus architectures, Section 3 examines the fault hypotheses under which they operate, and Section 4 describes the services that they provide; Section 5 briefly describes the four representative architectures, and conclusions are provided in Section 6.

## 2 Time-Triggered Buses

The architectures considered here are called “buses” because multicast or broadcast communication is one of the services that they provide, and their implementations are
based on a logical or physical bus. In a generic bus architecture, application programs run in *host* computers, and sensors and actuators are also connected to the hosts; an *interconnect* medium provides broadcast communications, and *interface* devices connect the hosts to the interconnect. The interfaces and interconnect comprise the bus; the combination of a host and its interface(s) is referred to as a *node*. Realizations of the interconnect may be a physical (passive) bus, as shown in Figure 1, or a centralized (active) hub, as shown in Figure 2. The interfaces may be physically proximate to the hosts, or they may form part of a more complex central hub. Many of the components will be replicated for fault tolerance.
All four of the buses considered here are primarily time triggered; this is a fundamental design choice that influences many aspects of their architectures and mechanisms, and sets them apart from fundamentally event-triggered buses such as Byteflight, CAN, Ethernet, LonWorks, or Profibus. The time-triggered and event-triggered approaches to systems design find favor in different application areas, and each has strong advocates; for integrated, safety-critical systems, however, the time-triggered approach is generally preferred. “Time triggered” means that all activities involving the bus, and often those involving components attached to the bus, are driven by the passage of time (“if it is 20 ms since the start of the frame, then read the sensor and broadcast its value”); this is distinguished from “event triggered,” which means that activities are driven by the occurrence of events (“if the sensor reading changes, then broadcast its new value”). A prime contrast between these two approaches is their locus of control: a time-triggered system controls its own activity and interacts with the environment according to an internal schedule, whereas an event-triggered system is under the control of its environment and must respond to stimuli as they occur.

Event-triggered systems allow flexible allocation of resources and this is attractive when demands are highly variable. However, in safety-critical applications it is necessary to guarantee some basic quality of service to all participants, even (or especially) in the presence of faults. Because the clients of the bus architecture are real-time embedded control systems, the required guarantees include predictable communications with low latency and low jitter (assured bandwidth is not enough). The problem with event-driven buses is that events arriving at different nodes may cause them to contend for access to the bus, so some form of media access control (i.e., a distributed mutual exclusion algorithm) is needed to ensure that each node eventually is able to transmit without interruption. The important issue is how predictable is the access achieved by each node, and how strong is the assurance that the predictions remain true in the presence of faults.

Buses such as Ethernet resolve contention probabilistically and therefore can provide only probabilistic guarantees of timely access, and no assurance at all in the presence of faults. Buses for non-safety-critical embedded systems such as CAN, LonWorks, or Profibus use various priority, preassigned slot, or token schemes to resolve contention deterministically. In CAN, for example, the message with the lowest number always wins the arbitration and therefore has to wait only for the current message to finish, while other messages must also wait for any lower-numbered messages. Thus, although contention is resolved deterministically, latency increases with load and can be bounded with only probabilistic guarantees—and these can be quite weak in the presence of faults (e.g., the current message may be retransmitted in the case of transmission failure, thereby delaying the next message, even if this has higher priority). Furthermore, faulty nodes may not adhere to expected patterns of use and may make excessive demands for service, thereby reducing that available to others. Event-triggered buses for safety-critical applications add various mechanisms to limit such demands. ARINC 629 (an avionics data bus used in the Boeing 777), for example, uses a technique sometimes referred to as “minislotting” that requires each node to wait a certain period after sending a message before it can contend to send another. Even here, however, latency is a function of load, so the Byteflight automobile protocol developed by BMW extends this mechanism with guaranteed, preallocated slots for critical messages. But even preallocated slots provide
no protection against a faulty node that fails to recognize them. The worst manifestation of this kind of fault is the so-called “babbling idiot” failure where a faulty node transmits constantly, thereby compromising the operation of the entire bus.

In a time-triggered bus, there is a static preallocation of communication bandwidth in the form of a global schedule: each node knows the schedule and knows the time, and therefore knows when it is allowed to send messages, and when it should expect to receive them. Thus, contention is resolved at design time (as the schedule is constructed), when all its consequences can be examined, rather than at run time. A static schedule makes possible the control of the babbling idiot failure mode. This is achieved by interposing an independent component, called a bus guardian, that allows each node to transmit on the bus only when it is allowed to do so. The guardian must know when its node is allowed to access the bus, which is difficult to achieve in an event-triggered system but is conceptually simple in a time triggered system: the guardian has an independent clock and independent knowledge of the schedule and allows its node to broadcast only when indicated by the schedule.

Because all communication is triggered by the global schedule, there is no need to attach source or destination addresses to messages sent over a time-triggered bus: each node knows the sender and intended recipients of each message by virtue of the time at which it is sent. Elimination of the address fields not only reduces the size of each message, thereby greatly increasing the message bandwidth of the bus (messages are typically short in embedded control applications), but it also eliminates a potential source of serious faults: namely, the possibility that a faulty node may send messages to the wrong recipients or, worse, may masquerade as a sender other than itself.

Fault-tolerant clock synchronization is a fundamental requirement for a time-triggered bus architecture: the abstraction of a global clock is realized by each node having a local clock that is closely synchronized with the clocks of all other nodes. Tightness of the bus schedule, and hence the throughput of the bus, is strongly related to the quality of global clock synchronization that can be achieved—and this is related to the quality of the clock oscillators local to each node, and to the algorithm used to synchronize them. There are two basic classes of algorithm for clock synchronization: those based on averaging and those based on events. Averaging works by each node measuring the skew between its clock and that of each other node (e.g., by comparing the arrival time of each message with its expected value) then setting its clock to some “average” value. A simple average (e.g., the mean or median) over all clocks may be affected by wild readings from faulty clocks (which might provide different, or missing, readings to different observers), so we need a “fault-tolerant average” that is largely insensitive to a certain number of readings from faulty clocks. Schneider [18] gives a general description that applies to all averaging clock synchronization algorithms; these algorithms differ only in their choice of fault-tolerant average. The Welch-Lynch algorithm [25] is a popular choice that is characterized by use of the “fault-tolerant midpoint” as its averaging function. Event-based algorithms rely on nodes being able to sense events directly on the interconnect: each node broadcasts a “ready” event when it is time to synchronize and sets its clock when it has seen a certain number of events from other nodes. Depending on the fault model, additional waves of “echo” or “accept” events may be needed to make this fault tolerant. The number of faulty nodes that can be tolerated, and the quality of
synchronization that can be achieved, depend on the details of the algorithm, and on the fault hypothesis under which it operates. The event-based algorithm of Srikanth and Toueg [21] is particularly attractive because it achieves optimal accuracy.

3 Fault Hypotheses and Fault Containment Units

Safety-critical aerospace functions are generally required to have failure rates less than $10^{-9}$ per hour [5], and an architecture that is intended to support several such functions should provide assurance of failure rates better than $10^{-10}$ per hour. Similar requirements apply to cars (although higher rates of loss are accepted for individual cars than aircraft, there are vastly more of them, so the required failure rates are similar). Consumer-grade electronics devices have failure rates many orders of magnitude worse than this, so redundancy and fault tolerance are essential elements of a bus architecture. Redundancy may include replication of the entire bus, of the interconnect and/or the interfaces, or decomposition of those elements into smaller subcomponents that are then replicated.

Fault tolerance takes two forms in these architectures: first is that which ensures that the bus itself does not fail, second is that which eases the construction of fault-tolerant applications. Each of these mechanisms must be constructed and validated against an explicit fault hypothesis, and must deliver specified services (that may be specified to degrade in acceptable ways in the presence of faults). The fault hypothesis must describe the modes (i.e., kinds) of faults that are to be tolerated, and their maximum number and arrival rate. The fault hypothesis must also identify the different fault containment units (FCUs) in the design: these are the components that can independently be afflicted by faults. The division of an architecture into separate FCUs needs careful justification: there must be no propagation of faults from one FCU to another, and no “common mode failures” where a single physical event produces faults in multiple FCUs. Only physical faults (those caused by damage to, defects in, or aging of the devices employed, or by external disturbances such as cosmic rays, and electromagnetic interference) are considered in this analysis: design faults must be excluded, and must be shown to be so by stringent assurance and certification processes.

The assumption that failures of separate FCUs are independent must be ensured by careful design and assured by stringent analysis. True independence generally requires that different FCUs are served by different power supplies, and are physically and electrically isolated from each other. Providing this level of independence is expensive and it is generally undertaken only in aircraft applications. In cars, it is common to make some small compromises on independence: for example, the guardians may be fabricated on the same chip as the interface (but with their own clock oscillators), or the interface may be fabricated on the same chip as the host processor. It is necessary to examine these compromises carefully to ensure that the loss in independence applies only to fault modes that are benign, extremely rare, or tolerated by other mechanisms.

A fault mode describes the kind of behavior that a faulty FCU may exhibit. The same fault may exhibit different modes at different levels of a protocol hierarchy: for example, at the electrical level, the fault mode of a faulty line driver may be that it sends an intermediate voltage (one that is neither a digital 0 nor a digital 1), while at the message level the mode of the same fault may be “Byzantine,” meaning that different receivers
interpret the same message in different ways (because some see the intermediate voltage as a 0, and others as a 1). Some protocols can tolerate Byzantine faults, others cannot; for those that cannot, we must show that the fault mode is controlled at the underlying electrical level.

The basic dimensions that a fault can affect are value, time, and space. A value fault is one that causes an incorrect value to be computed, transmitted, or received (whether as a physical voltage, a logical message, or some other representation); a timing fault is one that causes a value to be computed, transmitted, or received at the wrong time (whether too early, too late, or not at all); a spatial proximity fault is one where all matter in some specified volume is destroyed (potentially afflicting multiple FCUs). Bus-based interconnects of the kind shown in Figure 1 are vulnerable to spatial proximity faults: all redundant buses necessarily come into close proximity at each node, and general destruction in that space could sever or disrupt them all. Interconnect topologies with a central hub are far more resilient in this regard: a spatial proximity fault that destroys one or more nodes does not disrupt communication among the others (the hub may need to isolate the lines to the destroyed nodes in case these are shorted), and destruction of a hub can be tolerated if there is a duplicate in another location.

There are many ways to classify the effects of faults in any of the basic dimensions. One classification that has proved particularly effective in analysis of the types of algorithms that underlie the architectures considered here is the hybrid fault model of Thambidurai and Park [23]. In this classification, the effect of a fault may be manifest, meaning that it is reliably detected (e.g., a fault that causes an FCU to cease transmitting messages), symmetric meaning that whatever the effect, it is the same for all observers (e.g., an off-by-1 error), or arbitrary, meaning that it is entirely unconstrained. In particular, an arbitrary fault may be asymmetric or Byzantine, meaning that its effect is perceived differently by different observers (as in the intermediate voltage example).

The great advantage to designs that can tolerate arbitrary fault modes is that we do not have to justify assumptions about more specific fault modes: a system is shown to tolerate (say) two arbitrary faults by proving that it works in the presence of two faulty FCUs with no assumptions whatsoever on the behavior of the faulty components. A system that can tolerate only specific fault modes may fail if confronted by a different fault mode, so it is necessary to provide assurance that such modes cannot occur. It is this absence of assumptions that is the attraction, in safety-critical contexts, of systems that can tolerate arbitrary faults. This point is often misunderstood and such systems are derided as being focused on asymmetric or Byzantine faults, “which never arise in practice.” Byzantine faults are just one manifestation of arbitrary behavior, and cannot simply be asserted not to occur (in fact, they have been observed in several systems that have been monitored sufficiently closely). One situation that is likely to provoke asymmetric manifestations is a slightly out of specification (SOS) fault, such as the intermediate electrical voltage mentioned earlier. SOS faults in the timing dimension include those that put a signal edge very close to a clock edge, or that have signals with very slow rise and fall times (i.e., weak edges). Depending on the timing of their own clock edges, some receivers may recognize and latch such a signal, others may not, resulting in asymmetric or Byzantine behavior.
FCUs may be active (e.g., a processor) or passive (e.g., a bus); while an arbitrary-faulty active component can do anything, a passive component may change, lose, or delay data, but it cannot spontaneously create a new datum. Keyed checksums or digital signatures can sometimes be used to reduce the fault modes of an active FCU to those of a passive one. (An arbitrary-faulty active FCU can always create its own messages, but it cannot create messages purporting to come from another FCU if it does not know the key of that FCU; signatures need to be managed carefully for this reduction in fault mode to be credible.)

Any fault-tolerant architecture will fail if subjected to too many faults; generally speaking, it requires more redundancy to tolerate an arbitrary fault than a symmetric one, which in turn requires more redundancy than a manifest fault. The most effective fault-tolerant algorithms make this tradeoff automatically between number and difficulty of faults tolerated. For example, the clock synchronization algorithm of [16] can tolerate $a$ arbitrary faults, $s$ symmetric, and $m$ manifest ones simultaneously provided $n$, the number of FCUs, satisfies $n > 3a + 2s + m$. It is provably impossible (i.e., it can be proven that no algorithm can exist) to tolerate $a$ arbitrary faults in clock synchronization with fewer than $3a + 1$ FCUs (unless digital signatures are employed—which is equivalent to reducing the severity of the arbitrary fault mode).

Because it is algorithmically much easier to tolerate simple failure modes, some architectures (e.g., SAFEbus) arrange FCUs (the “Bus Interface Units” in the case of SAFEbus) in self-checking pairs: if the members of a pair disagree, they go offline, ensuring that the effect of their failure is seen as a manifest fault (i.e., one that is easily tolerated). Most architectures also employ substantial self-checking in each FCU; any FCU that detects a fault will shut down, thereby ensuring that its failure will be manifest. (This kind of operation is often called fail silence). Even with extensive self-checking and pairwise-checking, it may be possible for some fault modes to “escape,” so it is generally necessary to show either that the mechanisms used have complete coverage (i.e., there will be no violation of fail silence), or to design the architecture so that it can tolerate the “escape” of at least one arbitrary fault.

Some architectures can tolerate only a single fault at a time, but can reconfigure to exclude faulty FCUs and are then able to tolerate additional faults. In such cases, the fault arrival rate is important: faults must not arrive faster than the architecture can reconfigure. The architectures considered here operate according to static schedules, which consist of “rounds” or “frames” that are executed repeatedly in a cyclic fashion. The acceptable fault arrival rate is often then expressed in terms of faults per round (or the inverse). It is usually important that every node is scheduled to make at least one broadcast in every round, since this is how fault status is indicated (and hence how reconfiguration is triggered).

Historical experience and analysis must be used to show that the hypothesized modes, numbers, and arrival rate are realistic, and that the architecture can indeed operate correctly under those hypotheses for its intended mission time. But sometimes things go wrong: the system may experience many simultaneous faults (e.g., from unanticipated high-intensity radiated fields (HIRF)), or other violations of its fault hypothesis. We cannot guarantee correct operation in such cases (otherwise our fault hypothesis was too conservative), but safety-critical systems generally are constructed to a “never give up”
philosophy and will attempt to continue operation in a degraded mode. The usual method of operation in “never give up” mode is that each node reverts to local control of its own actuators using the best information available (e.g., each brake node applies braking force proportional to pedal pressure if it is still receiving that input, and removes all braking force if not), while at the same time attempting to regain coordination with its peers. Although it is difficult to provide assurance of correct operation during these upsets, it may be possible to provide assurance that the system returns to normal operation once the faults cease (assuming they were transients) using the ideas of self-stabilization [20].

Restart during operation may be necessary if HIRF or other environmental influences lead to violation of the fault hypothesis and cause a complete failure of the bus. Notice that this failure must be detected by the bus, and the restart must be automatic and very fast: most control systems can tolerate loss of control inputs for only a few cycles—longer outages will lead to loss of control. For example, Heiner and Thurmer estimate that the maximum transient outage time for a steer-by-wire automobile application is 50ms [6].

Restart is usually initiated when an interface detects no activity on any bus line for some interval; that interface will then transmit some “wake up” message on all lines. Of course, it is possible that the interface in question is faulty (and there was bus activity all along but that interface did not detect it), or that two interfaces decide simultaneously to send the “wake up” call. The first possibility must be avoided by careful checking, preferably by independent units (e.g., both interfaces of a pair, or an interface and its guardian); the second requires some form of collision detection and resolution: this should be deterministic to guarantee an upper bound on the time to reach resolution (that will allow a single interface can send an uninterrupted “wake up” message) and, ideally, should not depend on collision detection (because this cannot be done reliably). Notice that it must be possible to perform startup and restart reliably even in the presence of faulty components.

4 Services

The essential basic purpose of these bus architectures is to make it possible to build reliable distributed applications; a desirable purpose is to make it straightforward to build such applications. The basic services provided by the bus architectures considered here comprise clock synchronization, time-triggered activation, and reliable message delivery. Some of the architectures provide additional services; their purpose is to assist straightforward construction of reliable distributed applications by providing these services in an application-independent manner, thereby relieving the applications of the need to implement these capabilities themselves. Not only does this simplify the construction of application software, it is sometimes possible to provide better services when these are implemented at the architecture level, and it is also possible to provide strong assurance that they are implemented correctly.

Applications that perform safety-critical functions must generally be replicated for fault tolerance. There are many ways to organize fault-tolerant replicated computations, but a basic distinction is between those that use exact agreement, and those that use approximate agreement. Systems that use approximate agreement generally run several
copies of the application in different nodes, each using its own sensors, with little coordination across the different nodes. The motivation for this is a “folk belief” that it promotes fault tolerance: coordination is believed to introduce the potential for common mode failures. Because different sensors cannot be expected to deliver exactly the same readings, the outputs (i.e., actuator commands) computed in the different nodes will also differ. Thus, the only way to detect faulty outputs is by looking for values that differ by “a lot” from the others. Hence, these systems use some form of selection or threshold voting to select a good value to send to the actuators, and similar techniques to identify faulty nodes that should be excluded. A difficulty for applications of the kind considered here is that hosts accumulate state that diverges from that of others over time (e.g., velocity and position as a result of integrating acceleration), and they execute mode switches that are discrete decisions based on local sensor values (e.g., change the gain schedule in the control laws if the altitude, or temperature, is above a specific value). Thus small differences in sensor readings can lead to major differences in outputs and this can mislead the approximate selection or voting mechanisms into choosing a faulty value, or excluding a nonfaulty node. The fix to these problems is to attempt to coordinate discrete mode switches and periodically to bring state data into convergence. But these fixes are highly application specific, and they are contrary to the original philosophy that motivated the choice of approximate agreement—hence, there is a good chance of doing them wrong. There are numerous examples that justify this concern; several that were discovered in flight tests are documented by Mackall and colleagues [10]. The essential points of Mackall’s data is that all the failures observed in flight test were due to bugs in the design of the fault tolerance mechanisms themselves, and all these bugs could be traced to difficulties in organizing and coordinating systems based on approximate agreement.

Systems based on exact agreement face up to the fact that coordination among replicated computations is necessary, and they take the necessary steps to do it right. If we are to use exact agreement, then every replica must perform the same computation on the same data: any disagreement on the outputs then indicates a fault; comparison can be used to detect those faults, and majority voting to mask them. A vital element in this approach to fault tolerance is that replicated components must work on the same data: thus, if one node reads a sensor, it must distribute that reading to all the redundant copies of the application running in other nodes. Now a fault in that distribution mechanism could result in one node getting one value and another a different one (or no value at all). This would abrogate the requirement that all replicas obtain identical inputs, so we need to employ mechanisms to overcome this behavior.

The problem of distributing data consistently in the presence of faults is variously called interactive consistency, consensus, atomic broadcast, or Byzantine agreement [12, 9]. When a node transmits a message to several receivers, interactive consistency requires the following two properties to hold.

**Agreement:** All nonfaulty receivers obtain the same message (even if the transmitting node is faulty).

**Validity:** If the transmitter is nonfaulty, then nonfaulty receivers obtain the message actually sent.
Algorithms for achieving these requirements in the presence of arbitrary faults necessarily involve more than a single data exchange (basically, each receiver must compare the value it received against those received by others). It is provably impossible to achieve interactive consistency in the presence of a arbitrary faults unless there are at least $3a + 1$ FCUs, $2a + 1$ disjoint communication paths between them, and $a + 1$ levels (or “rounds”) of communication. The number of FCUs and the number of disjoint paths required, but not the number of rounds, can be reduced by using digital signatures.

The problem might seem moot in architectures that employ a physical bus, since a bus surely cannot deliver values inconsistently (so the agreement property is achieved trivially). Unfortunately, it can—though it is likely to be a very rare event. The scenarios involving SOS faults presented earlier exemplify some possibilities.

Dealing properly with very rare events is one of the attributes that distinguishes a design that is fit for safety-critical systems from one that is not. It follows that either the application software must perform interactive consistency for itself (incurring the cost of $n^2$ messages to establish consistency across $n$ nodes in the presence of a single arbitrary fault), or the bus architecture must do it.

The first choice is so unattractive that it vitiates the whole purpose of a fault-tolerant bus architecture. Most bus architectures therefore provide some type of interactively consistent message broadcast as a basic service. In addition, most architectures take steps to reduce the incidence of asymmetric transmissions (i.e., those that appear as one value to some receivers, and as different values, or the absence of values, to others). As noted, SOS faults are among the most plausible sources of asymmetric transmissions. SOS faults that cause asymmetric transmissions can arise in either the value or time domains (e.g., intermediate voltages, or weak edges, respectively). In those architectures that employ a bus guardian in a central hub or “in series” with each interface, the bus guardians are a possible point of intervention for the control of SOS faults: a suitable guardian can reshape, in both value and time domains, the signal sent to it by the controller. Of course, the guardian could be faulty and may make matters worse—so this approach makes sense only when there are independent guardians on each of two (or more) replicated interconnects. Observe that for credible signal reshaping, the guardian must have a power supply that is independent of that of the controller (faults in power supply are the most likely cause of intermediate voltages and weak edges).

Interactively consistent message broadcast provides the foundation for fault tolerance based on exact agreement. There are several ways to use this foundation. One arrangement, confusingly called the state machine approach [19], is based on majority voting: application replicas run on a number of different nodes, exchange their output values, and deliver a majority vote to the actuators.

Another arrangement is based on self-checking (either by individuals or pairs) so that faults result in fail-silence. This will be detected by other nodes, and some backup application running in those other nodes can take over. The architecture can assist this master/shadow arrangement by providing services that support the rollover from one node to another. One such service automatically substitutes a backup node for a failed master (both the master and the backup occupy the same slot in the schedule, but the backup is inhibited from transmitting unless the master is failed). A variant has both master and backup operating in different slots, but the backup inhibits itself unless it is
informed that the master has failed. A further variation, called compensation, applies when different nodes have access to different actuators: none is a direct backup to any other, but each changes its operation when informed that others have failed (an example is car braking: separate nodes controlling the braking force at each wheel will redistribute the force when informed that one of their number has failed).

The variations on master/shadow described above all depend on a “failure notification,” or equivalently a “membership” service. The crucial requirement on such a service is that it must produce consistent knowledge: that is, if one nonfaulty node thinks that a particular node has failed, then all other nonfaulty nodes must hold the same opinion—otherwise, the system will lose coordination, with potentially catastrophic results (e.g., if the nodes controlling braking at different wheels make different adjustments to their braking force based on different assessments of which others have failed). Notice that this must also apply to a node’s knowledge of its own status: a naïve view might assume that a node that is receiving messages and seeing no problems in its own operation should assume it is in the membership. But if this node is unable to transmit, all other nodes will have removed it from their memberships and will be making suitable compensation on the assumption that this node has entered its “blackout” mode (and is, for example, applying no force to its brake). It could be catastrophic if this node does not adopt the consensus view and continues operation (e.g., applying force to its brake) based on its local assessment of its own health.

A membership service operates as follows. Each node maintains a private membership list, which is intended to comprise all and only the nonfaulty nodes. Since it can take a while to diagnose a faulty node, we have to allow the common membership to contain at most one faulty node. Thus, a membership service must satisfy the following two requirements.

**Agreement:** The membership lists of all nonfaulty nodes are the same.

**Validity:** The membership lists of all nonfaulty nodes contain all nonfaulty nodes and at most one faulty node.

These requirements can be achieved only under benign fault hypotheses (it is provably impossible to diagnose an arbitrary-faulty node with certainty). When unable to maintain accurate membership, the best recourse is to maintain agreement, but sacrifice validity (nonfaulty nodes that are not in the membership can then attempt to rejoin). This weakened requirement is called “clique avoidance” [2].

Note that it is quite simple to achieve consistent membership on top of an interactively consistent message service: each node broadcasts its own membership list to every other node, and each node runs a deterministic resolution algorithm on the (identical, by interactive consistency) lists received. Conversely, a membership and clique-avoidance service can assist the construction of an interactively consistent message service: simply exclude from the membership any node that receives a message different than the majority (TTA does this).

## 5 Practical Implementations

Here, we provide sketches of four bus architectures that provide concrete solutions to the requirements and design challenges outlined in the previous sections. More details
are available in a companion report to this paper [17]. All four buses support the time-triggered model of computation, employ fault-tolerant distributed clock synchronization, and use bus guardians or some equivalent mechanism to protect against babbling idiot failure modes. They differ in their fault hypotheses, mechanisms employed, services provided, and in their assurance, performance, and cost.

**SAFEbus.** Honeywell developed SAFEbus™ (the principal designers are Kevin Driscoll and Ken Hoyme [7]) to serve as the core of the Boeing 777 Airplane Information Management System (AIMS) [22], which supports several critical functions, such as flight management and cockpit displays. The bus has been standardized as ARINC 659 [1] and variations on Honeywell’s implementation are being used or considered for other avionics and space applications. It uses a bus interconnect similar to that shown in Figure 1; the interfaces (they are called Bus Interface Units, or BIUs) are duplicated, and the interconnect bus is quad-redundant. Most of the functionality of SAFEbus is implemented in the BIUs, which perform clock synchronization and message scheduling and transmission functions. Each BIU of a pair is a separate FCU and acts as its partner’s bus guardian by controlling its access to the interconnect.

Each BIU of a pair drives a different pair of interconnect buses but is able to read all four; the interconnect buses themselves each comprise two data lines and one clock line and operate at 30MHz. The bus lines and their drivers have the electrical characteristics of OR-gates (i.e., if several different BIUs drive the same line at the same time, the resulting signal is the OR of the separate inputs). Some of the protocols exploit this property; in particular, clock synchronization is achieved using an event-based algorithm.

The paired BIUs at sender and receiver, and the quad-redundant buses, provide sufficient redundancy for SAFEbus to provide interactively consistent message broadcasts (in the Honeywell implementation) using an approach similar to that described by Davies and Wakerly [4] (this remarkably prescient paper anticipated many of the issues and solutions in Byzantine fault tolerance by several years). It also supports application-level fault tolerance (based on self-checking pairs) by providing automatic rapid rollover from masters to shadows.

Its fault hypothesis includes arbitrary faults, faults in several nodes (but only one per node), and a high rate of fault arrivals. It never gives up and has a well-defined restart and recovery strategy from fault arrivals that exceed its fault hypothesis. It tolerates spatial proximity faults in the AIMS application by duplicating the entire system SAFEbus is certified for use in passenger aircraft and has extensive field experience in the Boeing 777. The Honeywell implementation is supported by an in-house tool chain.

SAFEbus is the most mature of the four buses considered, and makes the fewest compromises. But because each of its major components is paired (and its bus requires separate lines for clock and data), it is the most expensive of those available for commercial use (typically, a few hundred dollars per node).

**TTA.** The Time Triggered Architecture (TTA) was developed by Hermann Kopetz and colleagues at the Technical University of Vienna [8]. Commercial development of the architecture is undertaken by TTTech and it is being deployed for safety-critical applications in cars by Audi and Volkswagen, and for flight-critical functions in aircraft and aircraft engines by Honeywell.
Current implementations of TTA use a bus interconnect similar to that shown in Figure 1. The interfaces (they are called controllers) implement the TTP/C protocol that is at the heart of TTA, providing clock synchronization, and message sequencing and transmission functions. The interconnect bus is duplicated and each controller drives both of them through partially independent bus guardians. TTA uses an averaging clock synchronization algorithm based on that of Lundelius and Lynch. This algorithm is implemented in the controllers, but requires too many resources to be replicated in the bus guardians. The guardians, which have independent clocks, therefore rely on their controllers for a “start of frame” signal. This compromises their independence somewhat (they also share the power supply and some other resources with their controllers), so forthcoming implementations of TTA use a star interconnect similar to that shown in Figure 2. Here, the guardian functionality is implemented in the central hub which is fully independent of the controllers: the hubs and controllers comprise separate FCUs in this implementation. Hubs are duplicated for fault tolerance and located apart to withstand spatial proximity faults. They also perform signal reshaping to reduce the incidence of SOS faults.

TTA employs algorithms for group membership and clique avoidance; these enable its clock synchronization algorithm to tolerate multiple faults (by reconfiguring to exclude faulty members) and combine with its use of checksums (which can be considered as digital signatures) to provide a form of interactively consistent message broadcasts. The membership service supports application-level fault tolerance based on master-backup or compensation. Proposed extensions provide state machine replication in a manner that is transparent to applications.

The fault hypothesis of TTA includes arbitrary faults, and faults in several nodes (but only one per node), provided these arrive at least two rounds apart (this allows the membership algorithm to exclude the faulty node). It never gives up and has a well-defined restart and recovery strategy from fault arrivals that exceed this hypothesis.

The prototype implementations of TTA have been subjected to extensive testing and fault injections, and deployed in experimental vehicles. Several of its algorithms have been formally verified, and aircraft applications under development are planned to lead to FAA certification. It is supported by an extensive tool suite that interfaces to standard CAD environments (e.g., Matlab/Simulink and Beacon). Current implementations provide 25 Mbit/s data rates; research projects are designing implementations for gigabit rates. TTA controllers and the star hub (which is basically a modified controller) are quite simple and cheap to produce in volume.

Of the architectures considered here, TTA is unique in being used for both automobile applications, where volume manufacture leads to very low prices, and aircraft, where a mature tradition of design and certification for flight-critical electronics provides strong scrutiny of arguments for safety.

**SPIDER.** A Scalable Processor-Independent Design for Electromagnetic Resilience (SPIDER) is being developed by Paul Miner and colleagues at the NASA Langley Research Center as a research platform to explore recovery strategies for radiation-induced (HIRF/EMI) faults, and to serve as a case study to exercise the recent design assurance guidelines for airborne electronic hardware (DO-254).
SPIDER uses a star configuration similar to that shown in Figure 2, in which the interfaces (called BIUs) may be located either with their hosts or in the centralized hub, which also contains active elements called Redundancy Management Units, or RMUs.

Clock synchronization and other services of SPIDER are achieved by novel distributed algorithms executed among the BIUs and RMUs [11]. The services provided include interactively consistent message broadcasts, and identification of failed nodes (from which a membership service can easily be synthesized). SPIDER’s fault hypothesis uses a hybrid fault model, which includes arbitrary faults, and allows some combinations of multiple faults. Its algorithms are novel and highly efficient and are being formally verified.

SPIDER is an interesting design that uses a different topology and a different class of algorithms from the other buses considered here. However, it is a research project whose design and implementation are still in progress and so it cannot be compared directly with the commercial products.

**FlexRay.** A consortium including BMW, DaimlerChrysler, Motorola, and Philips, is developing FlexRay for powertrain and chassis control in cars. It differs from the other buses considered here in that its operation is divided between time-triggered and event-triggered activities. Published descriptions of the FlexRay protocols and implementation are sketchy at present [3] (see also the Web site www.flexray-group.com).

FlexRay can use either an “active” star interconnect similar to that shown in Figure 2 or a “passive” bus similar to that shown in Figure 1. In both cases, duplication of the interconnect is optional. The star configuration of FlexRay (and also that of TTA) can also be deployed in distributed configurations where subsystems are connected by hub-to-hub links. Each FlexRay interface (it is called a communication controller) drives the lines to its interconnects through separate bus guardians located with the interface. (This means that with two buses, each node has three clocks: one for the controller and one for each of the two guardians; this differs from the bus configuration of TTA where there is one clock for the controller and both guardians share a second clock.) Like the bus configuration of TTA, the guardians of FlexRay are not fully independent of their controllers.

FlexRay aims to be more flexible than the other buses considered here, and this seems to be reflected in the choice of its name. As noted, one manifestation of this flexibility is its combination of time- and event-triggered operation. FlexRay partitions each time cycle into a “static” time-triggered portion, and a “dynamic” event-triggered portion. The division between the two portions is set at design time and loaded into the controllers and bus guardians. Communication during the event-driven portion of the cycle uses the Byteflight protocol. Unlike SAFEbus and TTA, FlexRay does not install the full schedule for the time-triggered portion in each controller. Instead, this portion of the cycle is divided into a number of slots of fixed size and each controller and its bus guardians are informed only of those slots allocated to their transmissions (nodes requiring greater bandwidth are assigned more slots than those that require less). Controllers learn the full schedule only when the bus starts up. Each node includes its identity in the messages that it sends; during startup, nodes use these identifiers to label their input buffers as the schedule reveals itself (e.g., if the messages that arrive in slots 1 and 7 carry identifier 3, then all nodes will thereafter deliver the contents of buffers 1 and
7 to the task that deals with input from node 3). There appears to be a vulnerability here: a faulty node could masquerade as another (i.e., send a message with the wrong identifier) during startup and thereby violate partitioning for the remainder of the mission. It is not clear how this fault mode is countered.

Like TTA, FlexRay uses the Lundelius-Welch clock synchronization algorithm but, unlike TTA, it does not use a membership algorithm to exclude faulty nodes. FlexRay provides no services to its applications beyond best-efforts message delivery; in particular, it does not provide interactively consistent message broadcasts. This means that all mechanisms for fault-tolerant applications must be provided by the applications programs themselves. Published descriptions of FlexRay do not specify its fault hypothesis, and it appears to have no mechanisms to counter certain fault modes (e.g., SOS faults or other sources of asymmetric broadcasts, and masquerading on startup). A never-give-up strategy has not been described, nor have systematic or formal approaches to assurance and certification.

FlexRay is interesting because of its mixture of time- and event-triggered operation, and potentially important because of the industrial clout of its developers. Currently, it is the slowest of the commercial buses, with a claimed data rate of no more than 10 Mbit/s.

6 Summary and Conclusion

A safety-critical bus architecture provides certain properties and services that assist in construction of safety-critical systems. As with any system framework or middleware package, these buses offer a tradeoff to system developers: they provide a coherent collection of services, with strong properties and highly assured implementations, but developers must sacrifice some design freedom to gain the full benefit of these services. For example, all these buses use a time-triggered model of computation, and system developers must build their applications within that framework. In return, the buses are able to guarantee strong partitioning: faults in individual components or applications (“functions” in avionics terms) cannot propagate to others, nor can they bring down the entire bus (within the constraints of its fault hypothesis).

Partitioning is the minimum requirement, however. It ensures that one failed function will not drag down others, but in many safety-critical systems the failure of even a single function can be catastrophic, so the individual functions must themselves be made fault tolerant. Accordingly, most of the buses provide mechanisms to assist the development of fault-tolerant applications. The key requirement here is interactively consistent message transfer: this ensures that all masters and shadows (or masters and monitors), or all members of a voting pool, maintain consistent state. Three of the buses considered here provide this basic service; some of them do so in association with other services, such master/shadow rollover or group membership, that can be provided with much increased efficiency and much reduced latency when implemented at a low level. FlexRay, alone, provides none of these services. In their absence, all mechanisms for fault-tolerance must be implemented in applications programs. Thus, application programmers, who may have little experience in the subtleties of fault-tolerant systems, become responsible for the design, implementation, and assurance of very delicate mechanisms with no support from the underlying bus architecture. Not only does this increase the cost and difficulty
of making sure that things are done right, it also increases their computational cost and latency. For example, in the absence of an interactively consistent message service provided by the architecture, applications programs must explicitly transmit the multiple rounds of cross-comparisons that are needed to implement this service at a higher level, thereby substantially increasing the message load. Such a cost will invite inexperienced developers to seek less expensive ways to achieve fault tolerance—in probable ignorance of the impossibility results in the theoretical literature, and the history of intractable “Heisenbugs” (rare, unrepeatable, failures) encountered by practitioners who pushed for $10^{-9}$ with inadequate foundations.

It is unlikely that any single bus architecture will satisfy all needs and markets, so it is possible that FlexRay’s lack of application-level fault-tolerant services will find favor in some areas. It is also to be expected that new or modified architectures will emerge to satisfy new markets and requirements. (For example, it is proposed that TTA could match FlexRay’s ability to support event-triggered as well as time-triggered communications by allocating certain time slots to a simulation of CAN; the simulation is actually faster than a real CAN bus, while retaining all the safety attributes of TTA.) I hope that the description provided here will help potential users to evaluate existing architectures against their own needs, and that it will help designers of new architectures to learn from and build on the design choices made by their predecessors.
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Abstract. The methodologies that are in use today for software development rely on representations and techniques appropriate for the applications (compilers, business applications, CAD, etc.) that have been traditionally implemented on programmable processors. Embedded software is different: by virtue of being embedded in a surrounding system, the software must be able to continuously react to stimuli in the desired way. Verifying the correctness of the system requires that the model of the software be transformed to include (refine) or exclude (abstract) information to retain only what is relevant to the task at hand. In this paper, we outline a framework that we intend to use for studying the problems of abstraction and refinement in the context of embedded software for hybrid systems.

1 Introduction

Embedded Software (ESW) design is one, albeit critical, aspect of the more general problem of Embedded System Design (ESD or just ES). ESD is about the implementation of a set of functionalities satisfying a number of constraints ranging from performance to cost, emissions, power consumption and weight. The choice of implementation architecture implies which functionality will be implemented as a hardware component or as software running on a programmable component. In recent years, the functionalities to be implemented in ES have grown in number and complexity so much so that the development time is increasingly difficult to predict and control. The complexity increase coupled with the constantly evolving specifications has forced designers to look at implementations that are intrinsically flexible, i.e., that can be changed rapidly. Since hardware-manufacturing cycles do take time and are expensive, the interest in software-based implementation has risen to previously unseen levels. The increase in computational power of processors and the corresponding decrease in size and cost have allowed moving more and more functionality to software. However, this move corresponds to increasing problems in verifying design correctness, a critical aspect of ESD since several application domains, such as transportation and environment monitoring, are characterized by safety considerations that are certainly not necessary for the traditional PC-like software applications. In addition to this aspect, little attention has been traditionally
paid to hard constraints on reaction speed, memory footprint and power consumption of software. This is of course crucial for ES. These considerations point to the fact that ESW is really an implementation choice for a functionality that can be indifferently implemented as a hardware component, and that we cannot abstract away hard characteristics of software as we have done in the traditional software domain. No wonder then that we are witnessing a crisis in the ES domain for ESW design. This crisis is not likely to be resolved going about business as usual but we need to focus at the root of the problems.

Our vision for ESW is to change radically the way in which ESW is developed today by: 1) linking ESW upwards in the abstraction layers to system functionality; 2) linking ESW to the programmable platforms that support it thus providing the much needed means to verify whether the constraints posed on ES are met.

ESW today is written using low level programming languages such as C or even Assembler to cope with the tight constraints on performance and cost typical of most embedded systems. The tools available for creating and debugging software are no different than the ones used for standard software: compilers, assemblers and cross-compilers. If any difference can be found, it is that most tools for ESW are rather primitive when compared to analogous tools for richer platforms. On the other hand, ESW needs hardware support for debugging and performance evaluation that in general is not a big issue for traditional software. In most embedded software, operating systems were application dependent and developed in house. Once more, performance and memory requirements forced this approach.

When embedded software was simple, there was hardly need for a more sophisticated approach. However, with the increased complexity of ES application, this rather primitive approach has become the bottleneck and most system companies have decided to enhance their software design methodology to increase productivity and product quality. However, we do not believe that the real reasons for such a sorry state are well understood. We have seen a flurry of activities towards the adoption of object-oriented approaches and other syntactically driven methods that have certainly value in cleaning the structure and the documentation of embedded software but have barely scratched the surface in terms of quality assurance and time-to-market. Along this line, we also saw a growing interest towards standardization of Real-Time Operating Systems either de facto, see for example the market penetration of WindRiver in this domain, or through standard bodies such as the OSEK committee established by the German automotive industry. Quite small still is the market for development tools even though we do believe this is indeed the place where much productivity gain can be had. There is an interesting development in some application areas, where the need to capture system specifications at higher levels of abstraction is forcing designers to use tools that emphasize mathematical descriptions, making software code an output of the tool rather than an input. The leader in this market is certainly the Matlab tool set developed by MathWorks. In this case, designers develop their concept in this friendly environment where they can assemble their designs quickly and simulate their behaviour. While this approach
is definitely along the right direction, we have to raise the flag and say that the
mathematical models supported by Matlab and more pertinently by Simulink,
the associated simulator, are somewhat limited and do not cover the full spec-
trum of embedded system design. The lack of data flow support is critical. The
lack of integration between the FSM capture tool (State Flow) and Simulink is
also a problem. As we will detail later, this area is of key interest for our vision.
It is at this level that we are going to have the best results in terms of functional
correctness and error free refinement to implementation. The understanding of
the mathematical properties of the embedded system functionality must be a
major emphasis of our approach.

We have advocated the introduction of rigorous methodologies for system-
level design for years, but we feel that there is still much to do. Recently we have
directed our efforts to a new endeavor that tries to capture the requirements of
present day embedded system design: the Metropolis project.

The *Metropolis* project, supported by the Gigascale Silicon Research Center,
started two years ago and involves a large number of people in different research
institutions. It is based on the following principles:

1. **Orthogonalization of concerns**: In Metropolis, behavior is clearly sep-
   arated from implementation. Communication and computation are orthogon-
   alized. Communication is recognized today as the main difficulty in assembling
   systems from basic components. Errors in software systems can often be traced
to communication problems. Metropolis was created to deal with communication
problems as the essence of the new design methodology. Communication-based
design will allow the composition of either software or hardware blocks at any
layer of abstraction in a controlled way. If the blocks are correct, the methodology
ensures that they communicate correctly.

2. **Solid theoretical foundations that provide the necessary infra-
structure for a new generation of tools**: The tools used in Metropolis will
be interoperable and will work at different levels of abstraction, they will ver-
ify, simulate, and map designs from one level of abstraction to the next, help
choose implementations that meet constraints and optimize the criteria listed
above. The theoretical framework is necessary to make our claims of correctness
and efficiency true. Metropolis will deal with both embedded software and hard-
ware designs since it will intercept the design specification at a higher level of
abstraction. The design specifications will have precise semantics. The seman-
tics is essential to be able to: (i) reason about designs, (ii) identify and correct
functional errors, (iv) initiate synthesis processes.

Several formal models have been proposed over the years (see e.g. [6]) to cap-
ture one or more aspects of computation as needed in embedded system design.
We have been able to compare the most important models of computations using
a unifying theoretical framework introduced recently by Lee and Sangiovanni-
Vincentelli [9]. However, this denotational framework has only helped us to iden-
tify the sources of difficulties in combining different models of computation that
are certainly needed when complex systems are being designed. In this case, the
partition of the functionality of the design into different models of computation
is somewhat arbitrary as well as arbitrary are the communication mechanisms used to connect the “ports” of the different models. We believe that it is possible to optimize across model-of-computation boundaries to improve performance and reduce errors in the design at an early stage in the process.

There are many different views on how to accomplish this. There are two essential approaches: one is to develop encapsulation techniques for each pair of models that allow different models of computation to interact in a meaningful way, i.e., data produced by one object are presented to the other in a consistent way so that the object “understands” [4,5]. The other is to develop an encompassing framework where all the models of importance “reside” so that their combination, re-partition and communication happens in the same generic framework and as such may be better understood and optimized. While we realize that today heterogeneous models of computation are a necessity, we believe that the second approach is possible and will provide designers a powerful mechanism to actually select the appropriate models of computation, (e.g., FSMs, Data-flow, Discrete-Event, that are positioned in the theoretical framework in a precise order relationship so that their interconnection can be correctly interpreted and refined) for the essential parts of their design.

In this paper, we focus on this very aspect of the approach: a framework where formal models can be rigorously defined and compared, and their interconnections can be unambiguously specified. We use a kind of abstract algebra to provide the underlying mathematical machinery. We believe that this framework is essential to provide the foundations of an intermediate format that will provide the Metropolis infrastructure with a formal mechanism for interoperability among tools and specification methods.

This framework is a work in progress. Our earlier work [2,3] does not provide a sufficiently general notion of sequential composition, which is essential for modeling embedded software. The three models of computation described in this paper (which all include sequential composition) are examples of the kinds of models that we want to have fit into the framework. After the framework has been thoroughly tested on a large number of different models of computation, we plan to publish a complete description of the framework.

2 Overview

This section presents the basic framework we use to construct semantic domains, which is based on trace algebras and trace structure algebras. The concepts briefly described here will be illustrated by examples later in the paper. This overview is intended to highlight the relationships between the concepts that will be formally defined later.

More details of these algebras can be found in our earlier work [2,3]. Note, however, that our definitions of these algebras do not include sequential composition. For this reason, and other more technical reasons, the models of computation used in this paper do not fit into our earlier framework.
We maintain a clear distinction between models of processes (a.k.a. agents) and models of individual executions (a.k.a. behaviors). In different models of computation, individual executions can be modeled by very different kinds of mathematical objects. We always call these objects traces. A model of a process, which we call a trace structure, consists primarily of a set of traces. This is analogous to verification methods based on language containment, where individual executions are modeled by strings and processes are modeled by sets of strings. However, our notion of trace is quite general and so is not limited to strings.

Traces often refer to the externally visible features of agents: their actions, signals, state variables, etc. We do not distinguish among the different types, and we refer to them collectively as a set of signals \( W \). Each trace and each trace structure is then associated with an alphabet \( A \subseteq W \) of the signals it uses.

We make a distinction between two different kinds of behaviors: complete behaviors and partial behaviors. A complete behavior has no endpoint. A partial behavior has an endpoint; it can be a prefix of a complete behavior or of another partial behavior. Every complete behavior has partial behaviors that are prefixes of it; every partial behavior is a prefix of some complete behavior. The distinction between a complete behavior and a partial behavior has only to do with the length of the behavior (that is, whether or not it has an endpoint), not with what is happening during the behavior; whether an agent does anything, or what it does, is irrelevant.

Complete traces and partial traces are used to model complete and partial behaviors, respectively. A given object can be both a complete trace and a partial trace; what is being represented in a given case is determined from context. For example, a finite string can represent a complete behavior with a finite number of actions, or it can represent a partial behavior.

In our framework, the first step in defining a model of computation is to construct a trace algebra. The trace algebra contains the universe of partial traces and the universe of complete traces for the model of computation. The algebra also includes three operations on traces: projection, renaming and concatenation. Intuitively, these operations correspond to encapsulation, instantiation and sequential composition, respectively. Concatenation can be used to define the notion of a prefix of a trace. We say that a trace \( x \) is a prefix of a trace \( z \) if there exists a trace \( y \) such that \( z \) is equal to \( x \) concatenated with \( y \).

The second step is to construct a trace structure algebra. Here each element of the algebra is a trace structure, which consists primarily of a set of traces from the trace algebra constructed in the first step. Given a trace algebra, and the set of trace structures to be used as the universe of agent models, a trace structure algebra is constructed in a fixed way. Thus, constructing a trace algebra is the creative part of defining a model of computation. Constructing the corresponding trace structure algebra is much easier.

A conservative approximation is a kind of mapping from one trace structure algebra to another. It can be used to do abstraction, and it maintains a precise relationship between verification results in the two trace structure algebras. The two trace structure algebras do not have to be based on the same trace alge-
bra. Thus, conservative approximations are a bridge between different models of computation. Conservative approximations have inverses, which can be used to embed an abstract model of computation into a more detailed one. Conservative approximations can be constructed from homomorphisms between trace algebras.

3 Trace Algebras for Embedded Software

In this section we will present the definition of three trace algebras at progressively higher levels of abstraction. The first trace algebra, called *metric time*, is intended to model exactly the evolutions (the flows and the jumps) of a hybrid system as a function of global real time. With the second trace algebra we abstract away the metric while maintaining the total order of occurrence of events. This model is used to define the untimed semantics of embedded software. Finally, the third trace algebra further abstracts away the information on the event occurrences by only retaining initial and final states and removing the intermediate steps. This simpler model can be used to describe the semantics of some programming language constructs. The next section will then present the definition of the homomorphisms that we use to approximate a more detailed trace algebra with the more abstract ones.

3.1 Metric Time

A typical semantics for hybrid systems includes continuous *flows* that represent the continuous dynamics of the system, and discrete *jumps* that represent instantaneous changes of the operating conditions. In our model we represent both flows and jumps with single piece-wise continuous functions over real-valued time. The flows are continuous segments, while the jumps are discontinuities between continuous segments. In this paper we assume that the variables of the system take only real or integer values and we defer the treatment of a complete type system for future work. The sets of real-valued and integer valued variables for a given trace are called \( V_R \) and \( V_N \), respectively.

Traces may also contain actions, which are discrete events that can occur at any time. Actions do not carry data values. For a given trace, the set of input actions is \( M_I \) and the set of output actions is \( M_O \).

Each trace has a signature \( \gamma \) which is a 4-tuple of the above sets of signals:

\[
\gamma = (V_R, V_N, M_I, M_O).
\]

The sets of signals may be empty, but we assume they are disjoint. The *alphabet* of \( \gamma \) is

\[
A = V_R \cup V_N \cup M_I \cup M_O.
\]

The set of partial traces for a signature \( \gamma \) is \( B_P(\gamma) \). Each element of \( B_P(\gamma) \) is as a triple \( x = (\gamma, \delta, f) \). The non-negative real number \( \delta \) is the *duration* (in time) of the partial trace. The function \( f \) has domain \( A \). For \( v \in V_R \), \( f(v) \) is a
function in \([0, \delta] \to \mathcal{R}\), where \(\mathcal{R}\) is the set of real numbers and the closed interval \([0, \delta]\) is the set of real numbers between 0 and \(\delta\), inclusive. This function must be piece-wise continuous and right-hand limits must exist at all points. Analogously, for \(v \in V_\mathcal{N}\), \(f(v)\) is a piece-wise constant function in \([0, \delta] \to \mathcal{N}\), where \(\mathcal{N}\) is the set of integers. For \(a \in M_I \cup M_O\), \(f(a)\) is a function in \([0, \delta] \to \{0, 1\}\), where \(f(a)(t) = 1\) iff action \(a\) occurs at time \(t\) in the trace.

The set of complete traces for a signature \(\gamma\) is \(B_C(\gamma)\). Each element of \(B_C(\gamma)\) is as a double \(x = (\gamma, f)\). The function \(f\) is defined as for partial traces, except that each occurrence of \([0, \delta]\) in the definition is replaced by \(R^\text{−}\), the set of non-negative real numbers.

To complete the definition of this trace algebra, we must define the operations of projection, renaming and concatenation on traces. The projection operation \(\text{proj}(B)(x)\) is defined iff \(M_I \subseteq B \subseteq A\). The trace that results is the same as \(x\) except that the domain of \(f\) is restricted to \(B\). The renaming operation \(x' = \text{rename}(r)(x)\) is defined iff \(r\) is a one-to-one function from \(A\) to some \(A' \subseteq W\). If \(x\) is a partial trace, then \(x' = (\gamma', \delta, f')\) where \(\gamma'\) results from using \(r\) to rename the elements of \(\gamma\) and \(f' = r \circ f\).

The definition of the concatenation operator \(x_3 = x_1 \cdot x_2\), where \(x_1\) is a partial trace and \(x_2\) is either a partial or a complete trace, is more complicated. If \(x_2\) is a partial trace, then \(x_3\) is defined iff \(\gamma_1 = \gamma_2\) and for all \(a \in A\),

\[
f_1(a)(\delta_1) = f_2(a)(0)
\]

(note that \(\delta_1, \delta_2\), etc., are components of \(x_1\) and \(x_2\) in the obvious way). When defined, \(x_3 = (\gamma_1, \delta_3, f_3)\) is such that \(\delta_3 = \delta_1 + \delta_2\) and for all \(a \in A\)

\[
f_3(a)(\delta) = f_1(a)(\delta) \quad \text{for} \quad 0 \leq \delta \leq \delta_1
\]

\[
f_3(a)(\delta) = f_2(a)(\delta - \delta_1) \quad \text{for} \quad \delta_1 \leq \delta \leq \delta_3.
\]

Note that concatenation is defined only when the end points of the two traces match. The concatenation of a partial trace with a complete trace yields a complete trace with a similar definition. If \(x_3 = x_1 \cdot x_2\), then \(x_1\) is a prefix of \(x_3\).

### 3.2 Non-metric Time

In the definition of this trace algebra we are concerned with the order in which events occur in the system, but not in their absolute distance or position. This is useful if we want to describe the semantics of a programming language for hybrid systems that abstracts from a particular real time implementation.

Although we want to remove real time, we want to retain the global ordering on events induced by time. In particular, in order to simplify the abstraction from metric time to non-metric time described below, we would like to support the case of an uncountable number of events. Sequences are clearly inadequate given our requirements. Instead we use a more general notion of a partially

\[\text{In theory, such Zeno-like behavior is possible, for example, for an infinite loop whose execution time halves with every iteration.}\]
ordered multiset to represent the trace. We repeat the definition found in [12], and due to Gischer, which begins with the definition of a labeled partial order.

**Definition 1 (Labeled partial order).** A labeled partial order (lpo) is a 4-tuple \((V, \Sigma, \leq, \mu)\) consisting of

1. a vertex set \(V\), typically modeling events;
2. an alphabet \(\Sigma\) (for symbol set), typically modeling actions such as the arrival of integer 3 at port \(Q\), the transition of pin 13 of IC-7 to 4.5 volts, or the disappearance of the 14.3 MHz component of a signal;
3. a partial order \(\leq\) on \(V\), with \(e \leq f\) typically being interpreted as event \(e\) necessarily preceding event \(f\) in time; and
4. a labeling function \(\mu : V \rightarrow \Sigma\) assigning symbols to vertices, each labeled event representing an occurrence of the action labeling it, with the same action possibly having multiple occurrences, that is, \(\mu\) need not be injective.

A pomset (partially ordered multiset) is then the isomorphism class of an lpo, denoted \([V, \Sigma, \leq, \mu]\). By taking lpo’s up to isomorphism we confer on pomsets a degree of abstractness equivalent to that enjoyed by strings (regarded as finite linearly ordered labeled sets up to isomorphism), ordinals (regarded as well-ordered sets up to isomorphism), and cardinals (regarded as sets up to isomorphism).

This representation is suitable for the above-mentioned infinite behaviors: the underlying vertex set may be based on an uncountable total order that suits our needs. For our application, we do not need the full generality of pomsets. Instead, we restrict ourselves to pomsets where the partial order is total, which we call tomsets.

Traces have the same form of signature as in metric time: 

\[\gamma = (V_R, V_N, M_I, M_O)\]

Both partial and complete traces are of the form \(x = (\gamma, L)\) where \(L\) is a tomset. When describing the tomset \(L\) of a trace, we will in fact describe a particular lpo, with the understanding that \(L\) is the isomorphism class of that lpo. An action \(\sigma \in \Sigma\) of the lpo is a function with domain \(A\) such that for all \(v \in V_R\), \(\sigma(v)\) is a real number (the value of variable \(v\) resulting from the action \(\sigma\)); for all \(v \in V_N\), \(\sigma(v)\) is an integer; and for all \(a \in M_I \cup M_O\), \(\sigma(v)\) is 0 or 1. The underlying vertex set \(V\), together with its total order, provides the notion of time, a space that need not contain a metric. For both partial and complete traces, there must exist a unique minimal element \(\text{min}(V)\). The action \(\mu(\text{min}(V))\) that labels \(\text{min}(V)\) should be thought of as giving the initial state of the variables in \(V_R\) and \(V_N\). For each partial trace, there must exist a unique maximal element \(\text{max}(V)\) (which may be identical to \(\text{min}(V)\)).

Notice that, as defined above, the set of partial traces and the set of complete traces are not disjoint. It is convenient, in fact, to extend the definitions so that traces are labeled with a bit that distinguishes partial traces from complete traces, although we omit the details.
By analogy with the metric time case, it is straightforward to define projection and renaming on actions \( \sigma \in \Sigma \). This definition can be easily extended to lpo's and, thereby, traces.

The concatenation operation \( x_3 = x_1 \cdot x_2 \) is defined iff \( x_1 \) is a partial trace, \( \gamma_1 = \gamma_2 \) and \( \mu_1(\max(V_1)) = \mu_2(\min(V_2)) \). When defined, the vertex set \( V_3 \) of \( x_3 \) is a disjoint union:

\[
V_3 = V_1 \uplus (V_2 - \min(V_2))
\]

ordered such that the orders of \( V_1 \) and \( V_2 \) are preserved and such that all elements of \( V_1 \) are less than all elements of \( V_2 \). The labeling function is such that for all \( v \in V_3 \)

\[
\mu_3(v) = \mu_1(v) \text{ for } \min(V_1) \leq v \leq \max(V_1) \\
\mu_3(v) = \mu_2(v) \text{ for } \max(V_1) \leq v.
\]

3.3 Pre-post Time

The third and last trace algebra is concerned with modeling non-interactive constructs of a programming language. In this case we are interested only in an agent's possible final states given an initial state. This semantic domain could therefore be considered as a denotational representation of an axiomatic semantics.

We cannot model communication actions at this level of abstraction, so signatures are of the form \( \gamma = (V_R, V_N) \) and the alphabet of \( \gamma \) is \( A = V_R \cup V_N \). A non-degenerate state \( s \) is a function with domain \( A \) such that for all \( v \in V_R \), \( s(v) \) is a real number (the value of variable \( v \) in state \( s \)); and for all \( v \in V_N \), \( s(v) \) is an integer. We also have a degenerate, undefined state \( \bot \).

A partial trace \( B_P(\gamma) \) is a triple \((\gamma, s_i, s_f)\), where \( s_i \) and \( s_f \) are states. A complete trace \( B_C(\gamma) \) is of the form \((\gamma, s_i, \bot_\omega)\), where \( \bot_\omega \) indicates non-termination. This trace algebra is primarily intended for modeling terminating behaviors, which explains why so little information is included on the traces that model non-terminating behaviors.

The operations of projection and renaming are built up from the obvious definitions of projection and renaming on states. The concatenation operation \( x_3 = x_1 \cdot x_2 \) is defined iff \( x_1 \) is a partial trace, \( \gamma_1 = \gamma_2 \) and the final state of \( x_1 \) is identical to the initial state of \( x_2 \). As expected, when defined, \( x_3 \) contains the initial state of \( x_1 \) and the final state of \( x_2 \).

3.4 Trace Structure Algebras

The basic relationship between trace algebras, trace structures and trace structure algebras was described earlier (see section 2). This section provides a few more details. A trace algebra provides a set of signatures and a set of traces for each signature.

A trace structure over a given trace algebra is a pair \((\gamma, P)\), where \( \gamma \) is a signature and \( P \) is a subset of the traces for that signatures. The set \( P \) represents the set of possible behaviors of an agent.
A trace structure algebra contains a set of trace structures over a given trace algebra. Operations of projection, renaming, parallel composition and serial composition on trace structures are defined using the operations of the trace algebra, as follows.

Project and renaming are the simplest operations to define. When they are defined depends on the signature of the trace structure in the same way that definedness for the corresponding trace algebra operations depends on the signatures of the traces. The signature of the result is also analogous. Finally, the set of traces of the result is defined by naturally extending the trace algebra operations to sets.

Sequential composition is defined in terms of concatenation in an analogous way. The only difference from projection and renaming is that sequential composition requires two traces structures as arguments, and concatenation requires two traces as arguments.

Parallel composition of two trace structures is defined only when all the traces in the structures are complete traces. Let trace structure $T''$ be the parallel composition of $T$ and $T'$. Then the components of $T''$ are as follows ($M_I$ and $M_O$ are omitted in pre-post traces):

$$
\begin{align*}
V''_R &= V_R \cup V'_R \\
V''_N &= V_N \cup V'_N \\
M''_O &= M_O \cup M'_O \\
M''_I &= (M_I \cup M'_I) - M''_O \\
P'' &= \{ x \in B_C(\gamma'') : \text{proj}(A)(x) \in P \land \\
&\hspace{1cm} \text{proj}(A')(x) \in P' \}.
\end{align*}
$$

4 Homomorphisms

The three trace algebras defined above cover a wide range of levels of abstraction. The first step in formalizing the relationships between those levels is to define homomorphisms between the trace algebras. As mentioned in section 2, trace algebra homomorphisms induce corresponding conservative approximations between trace structure algebras.

4.1 From Metric to Non-metric Time

A homomorphism from metric time trace algebra to non-metric time should abstract away detailed timing information. This requires characterizing events in metric time and mapping those events into a non-metric time domain. Since metric time trace algebra is, in part, value based, some additional definitions are required to characterize events at that level of abstraction.

Let $x$ be a metric trace with signature $\gamma$ and alphabet $A$ such that

$$
\begin{align*}
\gamma &= (V_R, V_N, M_I, M_O) \\
A &= V_R \cup V_N \cup M_I \cup M_O.
\end{align*}
$$
We define the homomorphism $h$ by defining a non-metric time trace $y = h(x)$. This requires building a vertex set $V$ and a labeling function $\mu$ to construct an lpo. The trace $y$ is the isomorphism class of this lpo. For the vertex set we take all reals such that an event occurs in the trace $x$, where the notion of event is formalized in the next several definitions.

**Definition 2 (Stable function).** Let $f$ be a function over a real interval to $\mathbb{R}$ or $\mathbb{N}$. The function is stable at $t$ iff there exists an $\epsilon > 0$ such that $f$ is constant on the interval $(t - \epsilon, t]$.

**Definition 3 (Stable trace).** A metric time trace $x$ is stable at $t$ iff for all $v \in V_R \cup V_N$ the function $f(v)$ is stable at $t$; and for all $a \in M_I \cup M_O$, $f(a)(t) = 0$.

**Definition 4 (Event).** A metric time trace $x$ has an event at $t > 0$ if it is not stable at $t$. Because a metric time trace doesn’t have a left neighborhood at $t = 0$, we always assume the presence of an event at the beginning of the trace. If $x$ has an event at $t$, the action label $\sigma$ for that event is a function with domain $A$ such that for all $v \in A$, $\sigma(a) = f(a)(t)$, where $f$ is a component of $x$ as described in the definition of metric time traces.

Now we construct the vertex set $V$ and labeling function $\mu$ necessary to define $y$ and, thereby, the homomorphism $h$. The vertex set $V$ is the set of reals $t$ such that $x$ has an event at $t$. While it is convenient to make $V$ a subset of the reals, remember that the toms that results is an isomorphism class. Hence the metric defined on the set of reals is lost. The labeling function $\mu$ is such that for each element $t \in V$, $\mu(t)$ is the action label for the event at $t$ in $x$.

Note that if we start from a partial trace in the metric trace we obtain a trace in the non-metric trace that has an initial and final event. It has an initial event by definition. It has a final event because the metric trace either has an event at $\delta$ (the function is not constant), or the function is constant at $\delta$ but then there must be an event that brought the function to that constant value (which, in case of identically constant functions, is the initial event itself).

To show that $h$ does indeed abstract away information, consider the following situation. Let $x_1$ be a metric time trace. Let $x_2$ be same trace where time has been “stretched” by a factor of two (i.e., for all $v \in A_1$, $x_1(a)(t) = x_2(a)(2t)$). The vertex sets generated by the above process are isomorphic (the order of the events is preserved), therefore $h(x_1) = h(x_2)$.

**4.2 From Non-metric to Pre-post Time**

The homomorphism $h$ from the non-metric time traces to pre-post traces requires that the signature of the trace structure be changed by removing $M_I$ and $M_O$. Let $y = h(x)$. The initial state of $y$ is formed by restricting $\mu(\min(V))$ (the initial state of $x$) to $V_R \cup V_N$. If $x$ is a complete trace, then the final state of $y$ is $\perp_\omega$. If $x$ is a complete trace, and there exists $a \in M_I \cup M_O$ and time $t$ such that $f(a)(t) = 1$, the final state of $y$ is $\perp_\ast$. Otherwise, the final state of $y$ is formed by restricting $\mu(\max(V))$. 
5 Conservative Approximations

Trace algebras and trace structure algebras are convenient tools for constructing models of agents. We are interested in relating different models that describe systems at different levels of abstraction. Let $A$ and $A'$ be two trace structure algebras. A conservative approximation is a pair of functions $(\Psi_l, \Psi_u)$ that map the trace structures in $A$ into the trace structures in $A'$. Intuitively, the trace structure $\Psi_u(T)$ in $A'$ is an upper bound of the behaviors contained in $T$ (i.e. it contains all abstracted behaviors of $T$ plus, possibly, some more). Similarly, the trace structure $\Psi_l(T)$ in $A'$ represents a lower bound of $T$ (it contains only abstract behaviors of $T$, but possibly not all of them). As a result,

$$\Psi_u(T_1) \subseteq \Psi_l(T_2) \text{ implies } T_1 \subseteq T_2.$$  

Thus, a verification problem that involves checking for refinement of a specification can be done in $A'$, where it is presumably more efficient than in $A$. The conservative approximation guarantees that this will not lead to a false positive result, although false negatives are possible.

5.1 Homomorphisms and Conservative Approximations

A conservative approximation can be derived from a homomorphism between two trace algebras. A homomorphism $h$ is a function between the domains of two trace algebras that commutes with projection, renaming and concatenation. Consider two trace algebras $C$ and $C'$. Intuitively, if $h(x) = x'$ the trace $x'$ is an abstraction of any trace $y$ such that $h(y) = x'$. Thus, $x'$ can be thought of as representing the set of all such $y$. Similarly, a set $X'$ of traces in $C'$ can be thought of as representing the largest set $Y$ such that $h(Y) = X'$, where $h$ is naturally extended to sets of traces. If $h(X) = X'$, then $X \subseteq Y$, so $X'$ represents a kind of upper bound on the set $X$. Hence, if $A$ and $A'$ are trace structure algebras over $C$ and $C'$ respectively, we use the function $\Psi_u$ that maps an agent $P$ in $A$ into the agent $h(P)$ in $A'$ as the upper bound in a conservative approximation. A sufficient condition for a corresponding lower bound is: if $x \notin P$, then $h(x)$ is not in the set of possible traces of $\Psi_l(T)$. This leads to the definition of a function $\Psi_1(T)$ that maps $P$ into the set $h(P) - h(B(A) - P)$. The conservative approximation $\Psi = (\Psi_1, \Psi_u)$ is an example of a conservative approximation induced by $h$. A slightly tighter lower bound is also possible (see [2]).

It is straightforward to take the general notion of a conservative approximation induced by a homomorphism, and apply it to specific models. Simply construct trace algebras $C$ and $C'$, and a homomorphism $h$ from $C$ to $C'$. Recall that these trace algebras act as models of individual behaviors. One can construct the trace structure algebras $A$ over $C$ and $A'$ over $C'$, and a conservative approximation $\Psi$ induced by $h$. Thus, one need only construct two models of individual behaviors and a homomorphism between them to obtain two trace structure models along with a conservative approximation between the trace structure models.
This same approach can be applied to the three trace algebras, and the two homomorphisms between them, that were defined in section 3 giving conservative approximations between process models at three different levels of abstraction.

5.2 Inverses of Conservative Approximations

Conservative approximations represent the process of abstracting a specification in a less detailed semantic domain. Inverses of conservative approximations represent the opposite process of refinement.

Let $A$ and $A'$ be two trace structure algebras, and let $\Psi$ be a conservative approximation between $A$ and $A'$. Normal notions of the inverse of a function are not adequate for our purpose, since $\Psi$ is a pair of functions. We handle this by only considering the $T$ in $A$ for which $\Psi_\uparrow(T)$ and $\Psi_\downarrow(T)$ have the same value $T'$. Intuitively, $T'$ represents $T$ exactly in this case, hence we define $\Psi_{\text{inv}}(T') = T$. When $\Psi_\uparrow(T) \neq \Psi_\downarrow(T)$ then $\Psi_{\text{inv}}$ is not defined.

The inverse of a conservative approximation can be used to embed a trace structure algebra at a higher level of abstraction into one at a lower level. Only the agents that can be represented exactly at the high level are in the image of the inverse of a conservative approximation. We use this as part of our approach for reasoning about embedded software at multiple levels of abstraction.

6 Embedded Software

This section outlines our approach for using multiple levels of abstraction to analyze embedded software. Our motivating example is a small segment of code used for engine cutoff control. This example is particularly interesting to us because the solution proposed in includes the use of a hybrid model to describe the torque generation mechanism.

6.1 Cutoff Control

The behaviors of an automobile engine are divided into regions of operation, each characterized by appropriate control actions to achieve a desired result. The cutoff region is entered when the driver releases the accelerator pedal, thereby requesting that no torque be generated by the engine. In order to minimize power train oscillations that result from suddenly reducing torque, a closed loop control dampens the oscillations using carefully timed injections of fuel. The control problem is therefore hybrid, consisting of a discrete (the fuel injection) and a continuous (the power train behavior) systems tightly linked. The approach taken in is to first relax the problem to the continuous domain, solve the problem at this level, and finally abstract the solution to the discrete domain.

Figure shows the top level routine of the control algorithm. Although we use a C-like syntax, the semantics are simplified, as described later. The controller is activated by a request for an injection decision (this happens every full engine
cycle). The algorithm first reads the current state of the system (as provided by the sensors on the power train), predicts the effect of injecting or not injecting on the future behavior of the system, and finally controls whether injection occurs. The prediction uses the value of the past three decisions to estimate the position of the future state. The control algorithm involves solving a differential equation, which is done in the call to compute_sigmas (see [1] for more details). A nearly optimal solution can be achieved without injecting intermediate amounts of fuel (i.e., either inject no fuel or inject the maximum amount). Thus, the only control inputs to the system are the actions action_injection (maximum injection) and action_no_injection (zero injection).

```c
void control_algorithm( void ) {
    // state definition
    struct state { double x1; double x2; double omega_c; } current_state;
    // Init the past three injections (assume injection before cutoff)
    double u1, u2, u3 = 1.0;
    // Predictions
    double sigma_m, sigma_0;

    loop forever {
        await( action_request );
        read_current_state( current_state );
        compute_sigmas( sigma_m, sigma_0, current_state, u1, u2, u3 );
        // update past injections
        u1 = u2;
        u2 = u3;
        // compute next injection signal
        if ( sigma_m < sigma_0 ) {
            action_injection( );
            u3 = 1.0;
        } else {
            action_no_injection( );
            u3 = 0.0;
        }
    }
}
```

**Fig. 1.** The control algorithm

### 6.2 Using Pre-post Traces

One of the fundamental features of embedded software is that it interacts with the physical world. Conventional axiomatic or denotational semantics of sequential programming languages only model initial and final states of terminating
programs. Thus, these semantics are inadequate to fully model embedded software. However, much of the code in an embedded application does computation or internal communication, rather than interacting with the physical world. Such code can be adequately modeled using conventional semantics, as long as the model can be integrated with the more detailed semantics necessary for modeling interaction. Pre-post trace structures are quite similar to conventional semantics. As described earlier, we can also embed pre-post trace structures into more detailed models. Thus, we can model the non-interactive parts of an embedded application at a high level of abstraction that is simpler and more natural, while also being able to integrate accurate models of interaction, real-time constraints and continuous dynamics.

This subsection describes the semantics of several basic programming language constructs in terms of pre-post trace structures. The following two subsections describe how these semantics can be integrated into more detailed models.

The semantics of each statement is given by a trace structure. To simplify the semantics, we assume that inter-process communication is done through shared actions rather than shared variables. A pre-post trace structure has a signature $\gamma$ of the form $(V_R, V_N)$. For the semantics of a programming language statement, $\gamma$ indicates the variables accessible in the scope where the statement appears. For a block that declares local variables, the trace structure for the statement in the block includes its signature the local variables. The trace structure for the block is formed by projecting away the local variables from the trace structure of the statement.

The sequential composition of two statements is defined as the concatenation of the corresponding trace structures: the definition of concatenation ensures that the two statements agree on the intermediate state. The traces in the trace structure for an assignment to variable $v$ are of the form $(\gamma, s_i, s_f)$, where $s_i$ is an arbitrary initial state, and $s_f$ is identical to $s_i$ except that the value of $v$ is equal to the value of the right-hand side of the assignment statement evaluated in state $s_i$ (we assume the evaluation is side-effect free).

The semantics of a procedure definition is given by a trace structure with an alphabet $\{v_1, \ldots, v_r\}$ where $v_k$ is the $k$-th argument of the procedure (these signal names do not necessarily correspond to the names of the formal variables). We omit the details of how this trace structure is constructed from the text of the procedure definition. More relevant for our control algorithm example, the semantics of a procedure call proc($a, b$) is the result of renaming $v_1 \to a$ and $v_2 \to b$ on the trace structure for the definition of proc. The parameter passing semantics that results is value-result (i.e. no aliasing or references) with the restriction that no parameter can be used for both a value and result. More realistic (and more complicated) parameter passing semantics can also be modeled.

To define the semantics of if-then-else and while loops we define a function init($x, c$) to be true if and only if the predicate $c$ is true in the initial state of trace $x$. The formal definition depends on the particular trace algebra being used. In particular, for pre-post traces, init($x, c$) is false for all $c$ if $x$ has $\perp_*$ as its initial state.
For the semantics of if-then-else, let \( c \) be the conditional expression and let \( P_T \) and \( P_E \) be the sets of possible traces of the then and else clauses, respectively. The set of possible traces of the if-then-else is

\[
P = \{ x \in P_T : \text{init}(x, c) \} \cup \{ x \in P_E : \neg \text{init}(x, c) \}
\]

Notice that this definition can be used for any trace algebra where \( \text{init}(x, c) \) has been defined, and that it ignores any effects of the evaluation of \( c \) not being atomic.

In the case of while loops we first define a set of traces \( E \) such that for all \( x \in E \) and traces \( y \), if \( x \cdot y \) is defined then \( x \cdot y = y \). For pre-post traces, \( E \) is the set of all traces with identical initial and final states. If \( c \) is the condition of the loop, and \( P_B \) the set of possible traces of the body, we define \( P_{T,k} \) and \( P_{N,k} \) to be the set of terminating and non-terminating traces, respectively, for iteration \( k \), as follows:

\[
\begin{align*}
P_{T,0} &= \{ x \in E : \neg \text{init}(x, c) \} \\
P_{N,0} &= \{ x \in E : \text{init}(x, c) \} \\
P_{T,k+1} &= P_{N,k} \cdot P_B \cdot P_{T,0} \\
P_{N,k+1} &= P_{N,k} \cdot P_B \cdot P_{N,0}
\end{align*}
\]

The concatenation of \( P_{T,0} \) and \( P_{N,0} \) at the end of the definition ensures that the final state of a terminating trace does not satisfy the condition \( c \), while that of a non-terminating trace does. Clearly the semantics of the loop should include all the terminating traces. For non-terminating traces, we need to introduce some additional notation. A sequence \( Z =< z_0, \ldots > \) is a non-terminating execution sequence of a loop if, for all \( k \), \( z_k \in P_{N,k} \) and \( z_{k+1} \in z_k \cdot P_B \). This sequence is a chain in the prefix ordering. The initial state of \( Z \) is defined to be the initial state of \( z_0 \). For pre-post traces, we define \( P_{N,\omega} \) to be all traces of the form \( (\gamma, s, \perp, \omega) \) where \( s \) is the initial state of some non-terminating execution sequence \( Z \) of the loop. The set of possible traces of the loop is therefore

\[
P = (\bigcup_k P_{T,k}) \cup P_{N,\omega}.
\]

### 6.3 Using Non-metric Time Traces

Using an inverse conservative approximation, as described earlier, the pre-post trace semantics described in the previous subsection can be embedded into non-metric time trace structures. However, this is not adequate for two of the constructs used in figure 1: \( \text{await} \) and the non-terminating loop. These constructs must be described directly at the lower level of abstraction provided by non-metric time traces.

As used in figure 1, the \( \text{await}(a) \) simply delays until the external action \( a \) occurs. Thus, the possible partial traces of \( \text{await} \) are those where the values
of the state variables remain unchanged and the action $a$ occurs exactly once, at
the endpoint of the trace. The possible complete traces are similar, except that
the action $a$ must never occur.

To give a more detailed semantics for non-terminating loops, we define the set
of extensions of a non-terminating execution sequence $Z$ to be the set $\text{ext}(Z) = \{x \in B(\gamma) : \forall k[z_k \in \text{pref}(x)]\}$. For any non-terminating sequence $Z$, we require
that $\text{ext}(Z)$ be non-empty, and have a unique maximal lower bound contained
in $\text{ext}(Z)$, which we denote $\text{lim}(Z)$. In the above definition of the possible traces
of a loop, we modify the definition of the set of non-terminating behaviors $P_{N,\omega}
to be the set of $\text{lim}(Z)$ for all non-terminating execution sequences $Z$.

6.4 Using Metric Time Traces

Analogous to the embedding discussed in the previous subsection, non-metric
time traces structures can be embedded into metric-time trace structures. Here
continuous dynamics can be represented, as well as timing assumptions about
programming language statements. Also, timing constraints that a system must
satisfy can be represented, so that the system can be verified against those
constraints.

7 Conclusions and Comparisons with Other Approaches

It was not our goal to construct a single unifying semantic domain, or even a
parameterized class of unifying semantic domains. Instead, we wish to construct
a formal framework that simplifies the construction and comparison of different
semantic domains, including semantic domains that can be used to unify specific,
restricted classes of other semantic domains.

There is a tradeoff between two goals: making the framework general, and
providing structure to simplify constructing semantic domains and understand-
ing their properties. While our framework is quite general, we have formalized
several assumptions that must be satisfied by our semantic domains. These in-
clude both axioms and constructions that build process models (and mappings
between them) from models of individual behaviors (and their mappings). These
assumptions allow us to prove many generic theorems that apply to all seman-
tic domains in our framework. In our experience, having these theorems greatly
simplifies constructing new semantic domains that have the desired properties
and relationships.

Process Spaces\cite{??,??} are an extremely general class of concurrency models.
However, because of their generality, they do not provide much support for con-
structing new semantic domains or relationships between domains. For example,
by proving generic properties of broad classes conservative approximations, we
remove the need to reprove these properties when a new conservative approxi-
mation is constructed.

Similarly, our notion of conservative approximation can be described in terms
of abstract interpretations. However, abstraction interpretations are such a gen-
eral concept that they do not provide much insight into abstraction and refinement relationships between different semantic domains.

Many are the models that have been proposed to represent the behavior of hybrid systems. Most of them share the same view of the behavior as composed of a sequence of steps; each step is either a continuous evolution (a flow) or a discrete change (a jump). Different models vary in the way they represent the sequence. One example is the Masaccio model ([7,8]) proposed by Henzinger et alii. In Masaccio the representation is based on components that communicate with other components through variables and locations. During an execution the flow of control transitions from one location to another according to a state diagram that is obtained by composing the components that constitute the system. The underlying semantic model is based on sequences. The behavior of each component is characterized by a set of finite executions, each of them composed of an entry location and a sequence of steps that can be either jumps or flows. An exit location is optional. The equations associated with the transitions in the state diagram define the legal jumps and flows that can be taken during the sequence of steps.

The operation of composition in Masaccio comes in two flavors: parallel and serial. The parallel composition is defined on the semantic domain as the conjunction of the behaviors: each execution of the composition must also match an execution of the individual components. Conversely, serial composition is defined as the disjunction of the behaviors: each execution of the composition need only match the execution of one of the components. Despite its name, this operation doesn’t serialize the behaviors of the two components. Instead, a further operation of location hiding is required to string together the possible executions of a disjunction.

In our framework we talk about hybrid models in terms of the semantic domain only (which is based on functions of a real variable rather than sequences). This is a choice of emphasis: in Masaccio the semantic domain is used to describe the behavior of a system which is otherwise represented by a transition system. In our approach the semantic domain is the sole player and we emphasize results that abstract from the particular representation that is used. It’s clear, on the other hand, that a concrete representation (like a state transition system) is extremely important in developing applications and tools that can generate or analyze an implementation of a system.

In our paper we presented three models for semantic domains. Masaccio compares to our more detailed model. In our approach we have decided to model the flows and the jumps using a single function of a real variable: flows are the continuous segments of the functions, while jumps are the points of discontinuity. This combined view of jumps and flows is possible in our framework because we are not constrained by a representation based on differential equations, and hence we do not require the function to be differentiable. Another difference is that different components are allowed to concurrently execute a jump and a flow, as long as the conditions imposed by the operation of parallel composition are satisfied.
Because in Masaccio the operations of composition are defined on the semantic domain and not on the representation it is easy to do a comparison with our framework. Parallel composition is virtually identical (both approaches use a projection operation). On the other hand we define serial composition in quite different terms: we introduce a notion of concatenation that is difficult to map to the sequence of steps that include serial composition and location hiding. In fact, it appears that the serial composition so obtained might contain side-effects that are intuitively not intended in a proper sequential composition of behaviors (because of the projection during the serial composition, a behavior of the compound component might include executions that were not originally present in the components themselves). We believe this could simply be an artifact of the representation based on state transitions that requires the identification of the common points where the control can be transferred.

The concept of refinement in Masaccio is also based on the semantic domain. Masaccio extends the traditional concept of trace containment to a prefix relation on trace sets. In particular, a component \( A \) refines a component \( B \) either if the behavior of \( A \) (its set of executions) is contained in the behavior of \( B \), or if the behaviors of \( A \) are suffixes of behaviors of \( B \). In other words, \( B \) could be seen as the prefix of all legal behaviors.

In our framework we must distinguish between two notions of refinement. The first is a notion of refinement within a semantic domain: in our framework this notion is based on pure trace containment. We believe this notion of refinement is sufficient to model the case of sequential systems as well: it is enough to require that the specification include all possible continuations of a common prefix.

The second notion of refinement that is present in our framework has to do with changes in the semantic domain. This notion is embodied in the concept of conservative approximation that relates models at one level of abstraction to models at a different level of abstraction. There is no counterpart of this notion in the Masaccio model.
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Abstract. Embedded systems composed of hardware and software components are designed to interact with a physical environment in real-time in order to fulfill control objectives and system specifications. In this paper, we address the complex design challenges in embedded software by focusing on predictive and systematic hierarchical design methodologies which promote system verification and validation. First, we advocate a mix of top-down, hierarchical design and bottom-up, component-based design for complex control systems. Second, it is our point of view that at the level closest to the environment under control, the embedded software needs to be time-triggered for guaranteed safety; at the higher levels, we advocate an asynchronous hybrid controller design. We briefly illustrate our approach through an embedded software design for the control of a group of autonomous vehicles.

1 Introduction

Embedded software is designed to process information to and fro between the information and physical worlds. Advances in software, computation, communication, sensing and actuation have enabled the rapid realization of high-performance and sophisticated multi-vehicle systems. The rapidly growing demand for high-confidence embedded software that is required in order to control new generations of autonomous vehicles for collectively delivering high levels of mission reliability, is putting tremendous pressure on control and software designers in industry.

A high-confidence system should have the following characteristics: correctness by construction and fault-tolerance, and resistance to information attack. In fact, the cost of system development is mainly due to prohibitively expensive embedded software integration and testing techniques that rely almost exclusively on exhaustively testing of more or less complete versions of complex systems. Formal methods are hence introduced for the synthesis and verification of embedded software in order to guarantee that the system is correct by construction with respect to a given set of specifications. The system design should also be fault-tolerant so that it can handle all anticipated faults that might occur in the system and possibly recover from them after the faults have been detected and
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identified. Furthermore, the design should also ensure that the system is not vulnerable to attack from the information world by taking into account models of attack. While this last item is important we do not address it in this paper since it would require a lengthy discussion of models of attack of embedded systems.

In this paper, we address this bottleneck by focusing on systematic hierarchical design methodologies. We briefly illustrate our approach through an embedded software design for the control of a group of autonomous vehicles. Consider that the task consists of flying a group of autonomous vehicles in a prespecified formation. We assume that each vehicle is equipped with the necessary sensing, communication, and computation capabilities in order to perform a set of predetermined tasks. The control of the multi-vehicle systems can be organized as a distributed hierarchical system. The meaning of a distributed system refers to a system comprised of several subsystems which are spatially distributed. Large-scale systems ranging from automated highway systems (AHS) \([1]\), air traffic management systems (ATMS) \([2]\), and power distribution networks are typical examples of distributed systems. However, large-scale systems are systems of very high complexity. Complexity is typically reduced by imposing a hierarchical structure on the system architecture. In a such a structure, systems of higher functionality reside at higher levels of the hierarchy and are therefore unaware of lower-level details. A component-based design provides a clean way to integrate different models by hierarchical nesting of parallel and serial composition of heterogeneous components. This hierarchical composition also allows one to manage the complexity of a design by information hiding and by reusing components.

To cope with these complex design challenges, we advocate a mix of top-down, hierarchical design and bottom-up, component-based design for complex control systems. Hierarchical design begins with the choice and evaluation of an overall distributed, multi-layered system architecture; component-based design begins with the derivation of robust mathematical control laws and decision-making procedures.

Hybrid systems, in general, are defined as systems built from atomic discrete and continuous components by parallel and serial composition, which is arbitrarily nested. Hybrid systems refers to the distinguishing fundamental characteristics of embedded control systems, namely, the tight coupling and interaction of discrete with continuous phenomena. The coupling is inherent to embedded systems since every digital software/hardware implementation of a control design is ultimately a discrete approximation that interacts through sensors and actuators with a continuous physical environment. There has been a large and growing body of work on formal methods for hybrid systems: mathematical logics, computational models and methods, and automated reasoning tools supporting the formal specification and verification of performance requirements for hybrid systems, and the design and synthesis of control programs for hybrid systems that are provably correct with respect to formal specifications.

Depending on the level of abstraction and domain-specificity of design practice, different models of computation (MOCs) \([3]\) which govern the interaction
among components can be chosen and mixed for composing hybrid systems. There are a rich variety of models of computation that deal with concurrency and time in different ways. As mentioned in [7], MOCs such as continuous-time (CT), synchronous data flow (SDF), finite-state machine (FSM), synchronous/reactive (SR) [8,9,10,11], discrete-event (DE), and time triggered (TT) [13,14] are useful for the design of embedded systems.

Hybrid systems have been used in solving synthesis and verification problems of some high-profile and safety-critical applications such as conflict resolution [27] for multi-vehicle platforms, and multi-modal control [20] and envelope protection [17] for single vehicle platforms. In the above words, the hybrid system is a composition of CT and FSM. Any transition in system discrete states can occur only when the transition guard, which is a function of discrete/continuous states and inputs, becomes true. The continuous state in a discrete location evolves continuously according to differential equations, as long as the location’s invariant remains true. Each transition is asynchronous since it can happen any time as long as the guard condition is satisfied.

Embedded systems composed of hardware and software components are designed to interact with a physical environment in real-time in order to fulfill control objectives and system specifications. In the real-time computing literature, the word *time* means that the correctness of the system depends not only on the logical result of the computation but also on the time at which the results are produced. In the implementation of control laws using digital computers, the necessary computational activities for the implementation of control laws are decomposed and translated into periodic tasks. Hence, there is a *hard* deadline in time for the task to meet in each period of execution. Failure in meeting the deadline may cause catastrophic consequences on the environment under control. The word *real* indicates that the reaction of the systems to external events must occur during their evolution. Notice that the notion of time is not an intrinsic property of a control system but it is strictly related to the environment under control. For example, the design of a real-time embedded system for flight control has to take the timing characteristics of a vehicle into consideration.

It is our point of view that at the level closest to the physical systems under control, the embedded software needs to be *time-triggered* for guaranteed safety. At higher levels, we advocate *asynchronous* decision-making procedures. In Section 2, a hierarchical architecture which allows modular verification will be introduced for the construction of embedded systems. Next, in Section 3 we will show the state-of-the-art in verification and synthesis of control laws and decision-making algorithms based on formal methods. Motivation and implementation of the control design in embedded software using a time-triggered framework will be presented in Section 4. Finally, we conclude our work in Section 5.
2 Hierarchical Architecture for Multi-vehicle Multi-modal Systems

Imposing a hierarchical structure on the system architecture has been used for solving the control problem of large-scale systems. A desired hierarchical structure should not only provide manageable complexity but also promote verification. There are several approaches to understanding a hierarchy depending on the design perspective. In particular, two distinct approaches have been shown in [3] for the design and analysis of AHS [1]. One approach to the meaning of hierarchy is to adopt one-world semantics, and the other approach is referred to as multi-world semantics.

In one-world semantics for hierarchical systems, a higher-level expression is interpreted in a process called semantic flattening; the expression is first compiled into a lower-level expression and then interpreted. In other words, an interpretation at each level is semantically compiled into a single interpretation at the lowest-level in the imperative world. Furthermore, semantic flattening implies that checking any high-level truth-claim can be performed by an automatic procedure if there is a facility for automatically verifying the lowest-level interpretation. This approach provides a unique interpretation to system description and verification. The main drawback to one-world semantics is that higher-level syntax and truth-claims have to be reformulated if there are some changes at any of the lower levels. On the other hand, in multi-world semantics for hierarchical systems, an expression at each level is interpreted at the same level. Therefore, checking the truth-claim at that level is performed in its own declarative world. Moreover, this approach conforms with common system design practice. However, relating these separate worlds together is a nontrivial task.

To take advantage of the two approaches, a decision structure has been suggested in [3] for providing connections between the multiple world of declarative semantics and the single world of imperative semantics. The construction of the structure is based on the following ideas: 1. Ideal compilation - a higher-level expression is compiled into an idealized lower-level expression and then interpreted; 2. Usage of Invariants - higher-level truth-claims are conditional lower-level truth-claims; 3. Modal decomposition - Splitting multi-world semantics into multiple-frameworks, each dealing with identified faults, should be done if one-world interpretation leads to falsification of higher-level claims that are true in multi-world semantics.

Ideal compilation and usage of invariants are enablers for performing formal verification of the truth-claim at each level of hierarchy. Modal decomposition suggests that the system should be modeled as a multi-modal system which has multiple modes of operation. Abstraction is a key concept for providing ways to connect disjointed worlds together. In [16], the notions of abstraction, or aggregation, refer to grouping the system states into equivalence classes. Depending on the cardinality of the resulting quotient space, there may be discrete or continuous abstractions. Truth-claims made at each world are then based on a consistent notion of abstraction in order to have a well-defined definition. Furthermore, at different levels of abstraction, the definitions of environment could
also be different. In general, the environment is defined as the entities which could not be designed.

Here, we describe the construction of a hierarchical architecture which keeps the advantages of the multiple world of declarative semantics and the single world of imperative semantics. Consider the control laws and decision-making procedures as the basic components for the construction of the hierarchical system for controlling the environment. Any changes in the scenario are triggered by a fault in the lower level. Each fault, defined in each world, triggers a change in scenario. The construction is formalized by using component-based design approach.

A component-based design provides a clean way to integrate different models by hierarchical nesting of parallel and serial composition of heterogeneous components. This hierarchical composition also allows one to manage the complexity of a design by information hiding and reusing components. In addition to the syntactic issues mentioned in above, for interpreting the syntax, semantic issues have to be addressed in the design. A semantics gives meaning to components and their interconnections. A collection of semantics models which are useful for embedded software design have been codified in [6] as models of computation (MOCs). Thus, in the design, the selection of a MOC governing interactions between components depends on whether its properties match the application domain.

CT models represented by differential equations are excellent for modeling physical systems. Execution in FSM, which is a strictly ordered sequence of state transitions that are not concurrent, and FSM models, are amenable to in-depth formal analysis. In DE models of computation, an event consists of a value and time stamp. There is no global clock tick in DE, but there is a globally consistent notion of time. This model has been realized in a large number of simulation environments. In TT, systems with timed events are driven by clocks, so that signals with events are repeated indefinitely with a fixed period. Time-triggered architecture (TTA) [13] is a hardware architecture supporting this highly regular style of computation. The Giotto programming language [14] provides a time-triggered software abstraction which, unlike the TTA, is hardware independent. It is intended for embedded software systems where periodic events dominate.

As defined in [7], a model is a hierarchical aggregation of components, which are called actors. Actors encapsulate an atomic execution and provide communication interfaces to other actors. An actor can be atomic or composite. A composite actor can not only contain other actors but can also be contained by another composite actor. Hence, hierarchies can be arbitrarily nested. A MOC associated with a composite actor is implemented as a domain. A domain defines the communication semantics and the execution order among actors. Consider the multi-modal system [12] for single vehicle control depicted in Figure 1. It is constructed by hierarchically nesting parallel and serial compositions of heterogeneous components. There are two levels of hierarchy introduced. At the first level, in the CT domain, the multi-modal controller is modeled as a composite component and the vehicle dynamics is modeled as ordinary differential
equations (ODEs). The multi-modal controller is hierarchically refined by two components in the DE domain due to the asynchronous interaction between them. At the second level, the component on the top, models the mode switching logic and the other component, on the bottom, models the control switches by FSM. In each discrete state of the FSM, the component is further refined to model the continuous-time control laws. Notice that domain DE is chosen due to the asynchronous behaviors exhibited by the models. The model assumes a fault-free scenario.

In order to handle anticipated faults such as failures in sensors and actuators or even changes in dynamics, the single world has to be split into two modes of operation in order to handle different scenarios: a non-faulty mode and a faulty mode. The switching between framework is caused by two events generated after fault detection and fault recovery. Therefore, FSM domain is introduced for handling the execution. As shown in Figure 2 a FSM is introduced and there
are two discrete states representing the two modes. In the non-faulty mode, the component is refined by a FSM for modeling control switches, and then further refined by continuous-time control laws. While in the fault mode, the component is refined by a continuous-time controller for handling the anticipated fault.

In order to reconcile different world views, we propose a hierarchical architecture for the control of multi-vehicle multi-modal systems. It is shown in Fig. 3. On the lowest level, the dynamics of the vehicles are combined and modeled by ODEs and the composite components represent the controllers for the vehicles. Consider the hierarchy inside the controller for vehicle 1. At each level of hierarchy, there is a non-fault mode and fault modes. The operation of the non-fault mode assumes that no fault happened in the lower level. The transitions among modes are governed by FSM. Then, the component of each discrete state of FSM can further be refined by the control laws. DE is chosen for the domain to govern the asynchronous communications between levels. In DE domain, although the execution is asynchronous, there is still a globally consistent notion of clock. Similarly, one can construct more levels by further defining and refining the composite components.

![Proposed hierarchical architecture for multi-vehicle multi-modal systems](image)

**Fig. 3.** Proposed hierarchical architecture for multi-vehicle multi-modal systems

### 3 Design of Multi-vehicle Multi-modal System Components

A hierarchical architecture for multi-vehicle multi-modal systems has been proposed in the previous section. In this section, the components with which the system is composed are presented. The task assigned to the system is decomposed and then executed by the components, according to the system architecture. Each component has to be designed so that it provides a guarantee on its performance under certain assumptions. Consequently the truth-claims of the whole system can be inferred. Formal methods for the synthesis and verification of the components are presented.
Reconsider that a task for a group of autonomous vehicles is to keep flying in a prespecified formation. In the group, one vehicle is assigned to be the leader of the group. The leader is responsible for making decisions on the route and formation pattern for the group. In a bigger picture, leaders from different groups can exchange information and negotiate with other group leaders via a global communication network to perform a mission collectively, for example a pursuit-evasion game [32, 33]. Among group members, assume that there exits a local communication network for distributing information for performing the task.

According to the mission along with the information and assumptions made about current environment, the leader has to compute the best possible route and formation for the group with the maneuverability of the vehicles taken into consideration. The set of maneuvers by which a vehicle can perform depends on the available controllers being designed and coded in the embedded software.

As in most of the designs of large-scale systems for autonomous vehicle control, the task is decomposed into four subtasks which are responsible for the control of the vehicle, control mode switching, maneuver sequence generation and route selection. Furthermore, possible faults in each subtask due to the violation of the underlying assumptions of the design and the corresponding fault-handling procedures are presented.

3.1 Control Law Synthesis

Modern control design methodologies [15, 16] have enable the synthesis of robust and high-performance control systems. Consider each vehicle dynamics modeled by differential equations of the form

\[ \dot{x}(t) = f(x(t)) + g(x(t))u(t), \quad x(t_0) = x_0, \quad t \geq t_0 \]

where \( x \in \mathbb{R}^n, u \in \mathbb{R}^p, f(x) : \mathbb{R}^n \to \mathbb{R}^n \) and \( g(x) : \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^p \). The system is assumed to be as smooth as needed. The controllers are synthesized with a given set of performance specifications and design criteria with assumptions on the vehicle dynamics, sensor and actuator models which describe sensor noise, actuator dynamics and anticipated structured disturbance. Therefore, the validity of the claim about the control system, at a higher-level, depends on the validity of the assumptions made on the vehicle dynamics, sensor, and actuator models at a lower-level. However, in the presence of sensor and actuator faults or unanticipated disturbance, in order to keep the vehicle in safe operating condition, least restrictive control is introduced in [17] by keeping the vehicle states within the flight envelope so that no catastrophic consequences can happen. The controllers guarantee the safe operation of the vehicle under multiple anticipated fault scenarios. In each scenario, game theoretic approach is used to synthesize the so-called least restrictive control laws, and the maximal safe set for keeping the vehicle state safe is obtained by solving the corresponding Hamilton-Jacobi equation. The Hamilton-Jacobi equation is a partial differential equation of the form

\[ \frac{\partial J}{\partial t}(x, t) = -H^*(x, \frac{\partial J}{\partial x}(x, t)) \]
where \( H^* \) is the so-called Hamiltonian determined from the appropriate sets and the game between the controllable and uncontrollable actions. A computational tool is designed by [18] for computing the reachable set based on a level set technique developed by [19], which computes the viscosity solution to the Hamilton-Jacobi equation, ensuring that discontinuities are preserved.

### 3.2 Control Mode Switching Synthesis

Given a specific set of controllers of satisfactory performance, a variety of high-level tasks can be accomplished by appropriately switching between low-level controllers. Here, we define a control mode as the operation of the system under a controller that is \emph{guaranteed} to track a certain class of output trajectories. Formally, we have:

A control mode, labeled by \( q_i \) where \( i \in \{1, \ldots, N\} \), is the operation of the nonlinear system (3.1) under a closed-loop feedback controller of the form

\[
u(t) = k_i(x(t), r_i(t)) \tag{3.3}
\]

associated with an output \( y_i(t) = h_i(x(t)) \) such that \( y_i(t) \) shall track \( r_i(t) \) where \( y_i(t), r_i(t) \in \mathbb{R}^{m_i}, h_i : \mathbb{R}^n \to \mathbb{R}^{m_i}, k_i : \mathbb{R}^n \times \mathbb{R}^{m_i} \to \mathbb{R}^p \) for each \( i \in \{1, \ldots, N\} \).

We assume that \( r_i \in \mathcal{R}_i \), the class of output trajectories associated with the control mode \( q_i \), when the initial condition of the system (3.1) starts in the set \( S_i(r_i) \subseteq X_i \), output tracking is guaranteed and the state satisfies a set of state constraints \( X_i \subseteq \mathbb{R}^n \).

Consider a reachability task as reaching a desired final control mode from an initial control mode. For this reachability task, [20] has derived a formal method for the synthesis of \emph{control mode graph}. Therefore, if there exists at least one path between an initial control mode to a desired final control mode on the control mode graph, the reachability problem is solvable with a finite number of switching of control modes and, furthermore, the switching conditions can be derived. Switching of controllers [17] with multiple objectives can also be formulated within the same framework, and the partial orders on objectives can be used to bias the search for feasible solutions. The approach consists of extracting a finite graph which refines the original collections of control modes, but is consistent with the physical system. Thus, proof of “control mode switching problem is solvable” is conducted in the semantics of directed graphs. Computational tools based on hybrid system theory have been developed for computing exactly, or approximately reachable sets [17,21,22,23,24] for solving the reachability problem.

However, the design is valid under the free-space assumption in the proximity of the vehicle. Failure in sensing the rapid unanticipated changes in the environment may lead to the vehicle colliding with the environment. Since avoiding obstacles can be formulated as a reachability problem, obstacle avoidance algorithms should be designed to reuse the existing low-level controllers.
3.3 Maneuver Sequence Synthesis

With the availability of a local communication network, vehicles can communicate with each other to perform tasks together. Reconsider the problem of formation. As shown in [25], with consideration on different levels of centralization for formation, one can determine differential geometric conditions that guarantee formation feasibility given the individual vehicle kinematics. Information requirements for keeping a formation while maintaining mesh stability, i.e. any transient errors dampen out as they travel away from the source of errors within the formation, has been studied in [26].

While there is a communication failure within the network, the group vehicles may not be able to maintain minimum separation with each other. Any conflict resolution algorithm must use available, probably local, information to generate maneuvers that resolve conflicts as they are predicted. In [27], given a set of flight modes which are defined as an abstraction of the control modes by considering the kinematic motion of the closed-loop system, the conflict resolution could synthesize the parameters of the maneuver, i.e. a sequence of flight modes, and the condition for switching between them. The result would be a maneuver that is proven to be safe within the limits of the model used. The algorithm is based on game-theoretic methods and optimal control. The solution is obtained by performing a hybrid game that is a multi-player structure in which the players have both discrete and continuous moves. Hybrid games have been classified with respect to the complexity of the laws that govern the evolution of the variables and with respect to the winning conditions for the players. This has been studied in the timed game [28, 29] for constant differential equations of the form $\dot{x} = c$, the rectangular games [30, 31] for rectangular differential inclusions of the form $c_i \leq \dot{x}_i \leq d_i$ for $i \in \{1, \ldots, n\}$, and the nonlinear hybrid games [27] for nonlinear differential equations with inputs.

Regardless of the availability of communication, the formations and the maneuvers should be generated with the consideration of anticipated, static obstacles in the environments.

3.4 Routing Sequence Verification

Given a discretized map which can be represented as a directed graph under the assumption made on its maneuverability, the existence of a route for going from an initial node to a desired final node can be verified by using discrete reachability computation. This is important for performing tasks such as pursuit-evasion games [32, 33] over graphs. Again, the validity of the claim depends upon the compiled ideal-typical behavior at the lowest-level.

4 Embedded Software Design

Given a system architecture and the components for composing the system, the high-level truth-claims rely heavily on the ideal-typical behaviors of the lower
levels. For this reason the *correct* execution of the control laws at the lowest-level must be enforced to avoid any catastrophic consequences from occurring. In this section we discuss the embedded software that is close to the environment under control.

Control laws are decomposed and translated into sets of *periodic* computational tasks in order to be implemented in embedded software. Along with functionality specifications, timing specifications are also given for the execution of the tasks in order to ensure that the implementation is consistent with the design. There are precedence relations not only defined among computational tasks but also specified for the logical ordering of event executions: sensing, control, and actuation.

In such an embedded system, processors, memory, inputs/outputs (I/O), sensors, and actuators are considered hardware components. We assume that the hardware components and some software components, such as the operating system (OS) and I/O drivers are given and are not parts of the design. Hence, the embedded software that is referred to here is made up of software components which are supported by the services provided by the OS. Therefore, the embedded software layer must work within the timing and scheduling framework of the underlying OS.

Another given in the system is that the basic design for an embedded controller includes a reliance on I/O and I/O rates in order to run any computational tasks. The system as a whole is then assumed to be driven by various local clocks and data processes that may occur at differing rates. Hardware components, such as sensors and actuators, exchange data with the embedded software via the I/O handled by the OS.

Operating systems, including real-time operating systems (RTOS), are designed under the same basic assumptions made in timesharing systems, where tasks are considered as unknown asynchronous activities activated at random instants. Except for the priority, no other parameters are provided to the system. The problem of scheduling a set of independent and preemptable periodic tasks has been solved under fixed and dynamic priority assignments [34], using the Rate-Monotonic algorithm and Earliest Deadline First algorithm. Given the precedence constraints and the Worst Case Execution Time (WCET), an efficient solution is provided by [35] for classes of the static scheduling problem. However, in order to implement the embedded software correctly, domain expertise is required for solving the scheduling problems on these heterogeneous computing platforms.

In the following, we discuss an embedded software example where the above configuration is utilized, and where the expected timing and ordering issues arise. We then continue and suggest adding a middle layer to the embedded software setup that eliminates these problems with, and dependencies on, any particular operating system. Consider a typical system configuration of a flight control system as depicted in Figure 4. This is motivated by our design experience on the development of embedded software for our helicopter-based unmanned aerial vehicles developed at the University of California, Berkeley. In the sys-
Fig. 4. Current configuration of system components is illustrated in Component Diagram. Communication between components via asynchronous and synchronous methods are shown. Notice that the software components are highlighted by grouping them together.

tem, there are hardware and software components running concurrently. Notice that the sensors, namely the Inertial Navigation System (INS) and the Global Positioning System (GPS), push the data asynchronously to separate software components. Because the INS and GPS each have their own internal clock, it is difficult to predict the times at which each of these two software processes will execute. Not only do these components have their own clocks, but they also must run at disparate rates as dictated by the design: the GPS at 5Hz, the INS at 100Hz, and the Servos at 50Hz. The rate of the Servos dictates that the control laws have to be applied at the same rate. The combination of the differing rates and the inherent variations of the clock edges creates random lags in the overall system. Furthermore, the execution of most of the software components relies on the timing of other software components. For example, the Data Processing task waits until it is triggered with data sent from the INS Handler, and the Controller waits until it is triggered by the Data Processing task. Due to the distinct clocks and rates of different software components, the interdependency of components allows for drastic uncertainty of the deadlines for each task. Consider that the Rate-Monotonic scheduling scheme is used for assigning priorities among tasks. Since the scheduling scheme does not take into account these dependencies between tasks, no guarantee can be made on the execution of the software components. Consequently, jitter may occur and it affects the regularity in time for computing the control results.

In order to mitigate these undesirable conditions with which the embedded software must work, we suggest reorganizing the system to include a middle layer of software, middleware, that establishes a time-triggered architecture. The middleware should provide a suitable level of abstraction for specifying functionality
and timing requirements of periodic tasks and ensure the correct execution of the tasks in the lower level provided that the scheduling problem is feasible to be solved. Next, in order to eradicate the problem of RTOS scheduling, a middleware, named Giotto, is being developed in order to provide a time-triggered software abstraction for the execution of the embedded control software to meet hard real-time deadlines. Giotto, like other middlewares, is designed to provide the isolation between the embedded control software and the underlying computing platforms. In the example, the embedded control software refers to the software components, the Data Processing and the Controller. Hence, the scheduling of processing resources and I/O handling is handled by the middleware. This modeling language is entirely time-triggered, and does not allow for any event triggered occurrences.

![Diagram](image.png)

**Fig. 5.** The time line for the invocation of tasks in Giotto.

However, several changes are necessary to implement on the embedded system in order to allow for the usage of the time-triggered middleware. The most drastic change is that the entire system must now be comprised of synchronous elements in both the hardware and the software. For this effect, we propose two main changes in the hardware configuration. First, several local clocks in different components have to be collapsed into one global clock to avoid any phase differences. Second, due to the fact that the sensors are the basis of the current event driven paradigm, the sensors have to be reconfigured into a pull configuration so that the sensors would be synchronously queried for data by the software components. These two changes would translate the hardware system from an event-driven domain into a time-triggered one.

The software components must be slightly modified to fit into the Giotto language semantics. Since the embedded software is originally made up of periodic tasks that run concurrently and have desired end times associated with them, fitting the system into the framework of Giotto is relatively intuitive. The only complication with this change in the software specifications is the introduction of an increased, though bounded, delay. This delay is a function of the time-triggered paradigm. Instead of acting on data immediately, as in the event-driven scenario, a time-triggered architecture acts on data at a set time and, in this way, introduces a stale data phenomenon. In order to curtail the added
delay in our modified example, the deadline times for the control computation task are shortened. Since shortening the execution time allowed for a block necessarily bounds the delay to the length of the block, the designer can regulate the added delay in this manner. Figure 5 displays the embedded software design under Giotto of the INS handler and the controller blocks. In order to bound the delay in data usage without computing the control more than is necessary, the control block deadline time is shortened but the control is only computed at the rate necessary (on the blocks marked with a star). In this manner, the software can be restructured to make use of the benefits of a time triggered middle layer with a minimum of added bounded delay.

Fig. 6. Proposed configuration of system components is illustrated in Component Diagram. Synchronous communication methods are used between components, except the clocks, for communication.

Fig. 7. Proposed embedded system hierarchy for a single vehicle
The resulting synchronous hybrid system as shown in Figure 6 does have a predictable behavior and therefore is able to guarantee safety critical control performance. The drawback to this approach is that there is an increase in delay over the original unpredictable system. However, as long as the timing deadlines set are within the tolerances of the control design, the performance of the overall system can be guaranteed. Since Giotto also supports multi-modal behavior, the hierarchy of the system for a single vehicle can be further constructed and the idea of the design is depicted in Figure 7. The hardware and software components below the level of Giotto, labeled as TT domain, are represented by a single component in DE domain to model the asynchronous behaviors of the component.

5 Conclusion

In this paper, we have considered the design problem of embedded software for multi-vehicle multi-modal systems. A hierarchical architecture which promotes verification is presented for the construction of embedded systems. Hybrid control design techniques are an important design tool for rapid prototyping of system components for real-time embedded systems. Motivated by our design experience on the development of embedded software for our helicopter-based unmanned aerial vehicles which are composed of heterogeneous components, we believe that at the level closest to the environment under control, the embedded software needs to be time-triggered for guaranteed safety; at the higher levels, we advocate a asynchronous hybrid controller design. Current work focuses on the realization of the system for hardware-in-the-loop (HIL) simulation. This is especially challenging since it will demand the development of formal methodologies for the integration of multiple MOCs and for the analysis of the resultant hybrid system.
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Abstract. Software has become strategic to developing effective distributed real-time and embedded (DRE) systems. Next-generation DRE systems, such as total ship computing environments, coordinated unmanned air vehicle systems, and national missile defense, will use many geographically dispersed sensors, provide on-demand situational awareness and actuation capabilities for human operators, and respond flexibly to unanticipated run-time conditions. These DRE systems will also increasingly run unobtrusively and autonomously, shielding operators from unnecessary details, while communicating and responding to mission-critical information at an accelerated operational tempo. In such environments, it’s hard to predict system configurations or workloads in advance. This paper describes the need for adaptive and reflective middleware systems (ARMS) to bridge the gap between application programs and the underlying operating systems and network protocol stacks in order to provide reusable services whose qualities are critical to DRE systems. ARMS middleware can adapt in response to dynamically changing conditions for the purpose of utilizing the available computer and network infrastructure to the highest degree possible in support of mission needs.

Motivation

New and planned distributed real-time and embedded (DRE) systems are inherently network-centric “systems of systems.” DRE systems have historically been developed via multiple technology bases, where each system brings its own networks, computers, displays, software, and people to maintain and operate it. Unfortunately, not only are these “stove-pipe” architectures proprietary, but they tightly couple many functional and non-functional DRE system aspects, which impedes their

1. Assurability, which is needed to guarantee efficient, predictable, scalable, and dependable quality of service (QoS) from sensors to shooters
2. Adaptability, which is needed to (re)configure DRE systems dynamically to support varying workloads or missions over their lifecycles and
3. Affordability, which is needed to reduce initial non-recurring DRE system acquisition costs and recurring upgrade and evolution costs.

The affordability of certain types of systems, such as logistics and mission planning, can often be enhanced by using commercial-off-the-shelf (COTS) technologies. However, today’s efforts aimed at integrating COTS into mission-critical DRE systems have largely failed to support affordability and assurability and adaptability
effectively since they focus mainly on initial non-recurring acquisition costs and do not reduce recurring software lifecycle costs, such as “COTS refresh” and subsetting military systems for foreign military sales. Likewise, many COTS products lack support for controlling key QoS properties, such as predictable latency, jitter, and throughput; scalability; dependability; and security. The inability to control these QoS properties with sufficient confidence compromises DRE system adaptability and assurability, e.g., minor perturbations in conventional COTS products can cause failures that lead to loss of life and property.

Historically, conventional COTS software has been particularly unsuitable for use in mission-critical DRE systems due to its either being:

1. Flexible and standard, but incapable of guaranteeing stringent QoS demands, which restricts assurability or
2. Partially QoS-enabled, but inflexible and non-standard, which restricts adaptability and affordability.

As a result, the rapid progress in COTS software for mainstream business information technology (IT) has not yet become as broadly applicable for mission-critical DRE systems. Until this problem is resolved effectively, DRE system integrators and warfighters will be unable to take advantage of future advances in COTS software in a dependable, timely, and cost effective manner. Thus, developing the new generation of assurable, adaptable, and affordable COTS software technologies is an important R&D goal.

**Key Technical Challenges and Solutions**

Some of the most challenging IT requirements for new and planned DRE systems can be characterized as follows:

- Multiple QoS properties must be satisfied in real-time
- Different levels of service are appropriate under different configurations, environmental conditions, and costs
- The levels of service in one dimension must be coordinated with and/or traded off against the levels of service in other dimensions to meet mission needs and
- The need for autonomous and time-critical application behavior necessitates a flexible distributed system substrate that can adapt robustly to dynamic changes in mission requirements and environmental conditions.

Standards-based COTS software available today cannot meet all of these requirements simultaneously for the reasons outlined in Section Motivation. However, contemporary economic and organizational constraints—along with increasingly complex requirements and competitive pressures—are also making it infeasible to built complex DRE system software entirely from scratch. Thus, there is a pressing need to develop, validate, and ultimately standardize a new generation of *adaptive and reflective middleware systems* (ARMS) technologies that can support stringent DRE system functionality and QoS requirements.

*Middleware* [Sch01a] is reusable service/protocol component and framework software that functionally bridges the gap between
1. the end-to-end functional requirements and mission doctrine of applications and
2. the lower-level underlying operating systems and network protocol stacks.

Middleware therefore provides capabilities whose quality and QoS are critical to DRE systems.

Adaptive middleware [Loy01] is software whose functional and QoS-related properties can be modified either
- Statically, e.g., to reduce footprint, leverage capabilities that exist in specific platforms, enable functional subsetting, and minimize hardware and software infrastructure dependencies or
- Dynamically, e.g., to optimize system responses to changing environments or requirements, such as changing component interconnections, power-levels, CPU/network bandwidth, latency/jitter, and dependability needs.

In DRE systems, adaptive middleware must make these modifications dependably, i.e., while meeting stringent end-to-end QoS requirements.

Reflective middleware [Bla99] goes a step further to permit automated examination of the capabilities it offers, and to permit automated adjustment to optimize those capabilities. Thus, reflective middleware supports more advanced adaptive behavior, i.e., the necessary adaptations can be performed autonomously based on conditions within the system, in the system’s environment, or in DRE system doctrine defined by operators and administrators.

The Structure and Functionality of Middleware

Networking protocol stacks can be decomposed into multiple layers, such as the physical, data-link, network, transport, session, presentation, and application layers. Similarly, middleware can be decomposed into multiple layers, such as those shown in Figure 1.

Fig. 1. Layers of Middleware and Their Surrounding Context
Below, we describe each of these middleware layers and outline some of the COTS technologies in each layer that are suitable (or are becoming suitable) to meet the stringent QoS demands of DRE systems.

**Host infrastructure middleware** encapsulates and enhances native OS communication and concurrency mechanisms to create portable and reusable network programming components, such as reactors, acceptor-connectors, monitor objects, active objects, and component configurators [Sch00b]. These components abstract away the accidental incompatibilities of individual operating systems, and help eliminate many tedious, error-prone, and non-portable aspects of developing and maintaining networked applications via low-level OS programming API, such as Sockets or POSIX Pthreads. Examples of COTS host infrastructure middleware that are relevant for DRE systems include:

- **The ADAPTIVE Communication Environment (ACE)** [Sch01], which is a highly portable and efficient toolkit written in C++ that encapsulates native operating system (OS) network programming capabilities, such as connection establishment, event demultiplexing, interprocess communication, (de)marshaling, static and dynamic configuration of application components, concurrency, and synchronization. ACE has been used in a wide range of commercial and military DRE systems, including hot rolling mill control software, surface mount technology for “pick and place” systems, missile control, avionics mission computing, software defined radios, and radar systems.

- **Real-time Java Virtual Machines (RT-JVMs)**, which implement the Real-time Specification for Java (RTSJ) [Bol00]. The RTSJ is a set of extensions to Java that provide a largely platform-independent way of executing code by encapsulating the differences between real-time operating systems and CPU architectures. The key features of RTSJ include scoped and immortal memory, real-time threads with enhanced scheduling support, asynchronous event handlers, and asynchronous transfer of control between threads. Although RT-JVMs based on the RTSJ are in their infancy, they have generated tremendous interest in the R&D and integrator communities due to their potential for reducing software development and evolution costs.

**Distribution middleware** defines higher-level distributed programming models whose reusable APIs and mechanisms automate and extend the native OS network programming capabilities encapsulated by host infrastructure middleware. Distribution middleware enables developers to program distributed applications much like stand-alone applications, *i.e.*, by invoking operations on target objects without hard-coding dependencies on their location, programming language, OS platform, communication protocols and interconnects, and hardware characteristics.

At the heart of distribution middleware are QoS-enabled object request brokers, such as the Object Management Group’s (OMG) **Common Object Request Broker Architecture (CORBA)** [Omg00]. CORBA is distribution middleware that allows objects to interoperate across networks regardless of the language in which they were written or the OS platform on which they are deployed. In 1998 the OMG adopted the Real-time CORBA (RT-CORBA) specification [Sch00a], which extends CORBA with features that allow DRE applications to reserve and manage CPU, memory, and networking resources. RT-CORBA implementations have been used in dozens of DRE
systems, including telecom network management and call processing, online trading services, avionics mission computing, submarine DRE systems, signal intelligence and C4ISR systems, software defined radios, and radar systems.

**Common middleware services** augment distribution middleware by defining higher-level domain-independent components that allow application developers to concentrate on programming application logic, without the need to write the “plumbing” code needed to develop distributed applications by using lower level middleware features directly. Whereas distribution middleware focuses largely on managing end-system resources in support of an object-oriented distributed programming model, common middleware services focus on allocating, scheduling, and coordinating various end-to-end resources throughout a distributed system using a component programming and scripting model. Developers can reuse these services to manage global resources and perform recurring distribution tasks that would otherwise be implemented in an *ad hoc* manner by each application or integrator.

Examples of common middleware services include the OMG’s CORBAServices [Omg98b] and the CORBA Component Model (CCM) [Omg99], which provide domain-independent interfaces and distribution capabilities that can be used by many distributed applications. The OMG CORBAServices and CCM specifications define a wide variety of these services, including event notification, logging, multimedia streaming, persistence, security, global time, real-time scheduling, fault tolerance, concurrency control, and transactions. Not all of these services are sufficiently refined today to be usable off-the-shelf for DRE systems. The form and content of these common middleware services will continue to mature and evolve, however, to meet the expanding requirements of DRE.

**Domain-specific middleware services** are tailored to the requirements of particular DRE system domains, such as avionics mission computing, radar processing, weapons targeting, or command and decision systems. Unlike the previous three middleware layers—which provide broadly reusable “horizontal” mechanisms and services—domain-specific middleware services are targeted at vertical markets. From a COTS perspective, domain-specific services are the least mature of the middleware layers today. This immaturity is due in part to the historical lack of distribution middleware and common middleware service *standards*, which are needed to provide a stable base upon which to create domain-specific middleware services. Since they embody knowledge of a domain, however, domain-specific middleware services have the most potential to increase the quality and decrease the cycle-time and effort that integrators require to develop particular classes of DRE systems.

A mature example of domain-specific middleware services is the Boeing Bold Stroke architecture [Sha98]. Bold Stroke uses COTS hardware, operating systems, and middleware to produce an open architecture for mission computing avionics capabilities, such as navigation, heads-up display management, weapons targeting and release, and airframe sensor processing. The domain-specific middleware services in Bold Stroke are layered upon COTS processors (PowerPC), network interconnects (VME), operating systems (VxWorks), infrastructure middleware (ACE), distribution middleware (Real-time CORBA), and common middleware services (the CORBA Event Service).
Recent Progress

Significant progress has occurred during the last five years in DRE middleware research, development, and deployment, stemming in large part from the following trends:

- **Years of research, iteration, refinement, and successful use** – The use of middleware and DOC middleware is not new [Sch86]. Middleware concepts emerged alongside experimentation with the early Internet (and even its predecessor ARPAnet), and DOC middleware systems have been continuously operational since the mid 1980’s. Over that period of time, the ideas, designs, and most importantly, the software that incarnates those ideas have had a chance to be tried and refined (for those that worked), and discarded or redirected (for those that didn’t). This iterative technology development process takes a good deal of time to get right and be accepted by user communities, and a good deal of patience to stay the course. When this process is successful, it often results in standards that codify the boundaries, and patterns and frameworks that reify the knowledge of how to apply these technologies, as described in the following bullets.

- **The maturation of standards** – Over the past decade, middleware standards have been established and have matured considerably with respect to DRE requirements. For instance, the OMG has adopted the following specifications in the past three years:
  - **Minimum CORBA**, which removes non-essential features from the full OMG CORBA specification to reduce footprint so that CORBA can be used in memory-constrained embedded systems.
  - **Real-time CORBA**, which includes features that allow applications to reserve and manage network, CPU, and memory resources predictably end-to-end.
  - **CORBA Messaging**, which exports additional QoS policies, such as timeouts, request priorities, and queueing disciplines, to applications.
  - **Fault-tolerant CORBA**, which uses entity redundancy of objects to support replication, fault detection, and failure recovery.
Robust implementations of these CORBA capabilities and services are now available from multiple vendors. Moreover, emerging standards such as Dynamic Scheduling Real-Time CORBA, the Real-Time Specification for Java, and the Distributed Real-Time Specification for Java are extending the scope of open standards for a wider range of DRE applications.

- **The dissemination of patterns and frameworks** – A substantial amount of R&D effort during the past decade has also focused on the following means of promoting the development and reuse of high quality middleware technology:
  - **Patterns** codify design expertise that provides time-proven solutions to commonly occurring software problems that arise in particular contexts [Gam95]. Patterns can simplify the design, construction, and performance tuning of DRE applications by codifying the accumulated expertise of developers who have successfully confronted similar problems before. Patterns also elevate the level of discourse in describing software development activities to focus on strategic architecture and design issues, rather than just the tactical programming and representation details.
Frameworks are concrete realizations of groups of related patterns [John97]. Well-designed frameworks reify patterns in terms of functionality provided by the middleware itself, as well as functionality provided by an application. Frameworks also integrate various approaches to problems where there are no a priori, context-independent, optimal solutions. Middleware frameworks can include strategized selection and optimization patterns so that multiple independently-developed capabilities can be integrated and configured automatically to meet the functional and QoS requirements of particular DRE applications.

Historically, the knowledge required to develop predictable, scalable, efficient, and dependable mission-critical DRE systems has existed largely in programming folklore, the heads of experienced researchers and developers, or buried deep within millions of lines of complex source code. Moreover, documenting complex systems with today’s popular software modeling methods and tools, such as the Unified Modeling Language (UML), only capture how a system is designed, but do not necessarily articulate why a system is designed in a particular way. This situation has several drawbacks:

- Re-discovering the rationale for complex DRE system design decisions from source code is expensive, time-consuming, and error-prone since it’s hard to separate essential QoS-related knowledge from implementation details.
- If the insights and design rationale of expert system architects are not documented they will be lost over time, and thus cannot help guide future DRE system evolution.
- Without proper guidance, developers of mission-critical DRE software face the Herculean task of engineering and assuring the QoS of complex DRE systems from the ground up, rather than by leveraging proven solutions.

Middleware patterns and frameworks are therefore essential to help capture DRE system design expertise in a more readily accessible and reusable format.

Much of the pioneering R&D on middleware patterns and frameworks was conducted in the DARPA ITO Quorum program [DARPA99]. This program focused heavily on CORBA open systems middleware and yielded many results that transitioned into standardized service definitions and implementations for the Real-time [Sch98] and Fault-tolerant [Omg98a] CORBA specification and productization efforts. Quorum is an example of how a focused government R&D effort can leverage its results by exporting them into, and combining them with, other on-going public and private activities that also used a common open middleware substrate. Prior to the viability of standards-based COTS middleware platforms, these same R&D results would have been buried within custom or proprietary systems, serving only as an existence proof, rather than as the basis for realigning the R&D and integrator communities.
Looking Ahead

Due to advances in COTS technologies outlined earlier, host infrastructure middleware and distribution middleware have now been successfully demonstrated and deployed in a number of mission-critical DRE systems, such as avionics mission computing, software defined radios, and submarine information systems. Since COTS middleware technology has not yet matured to cover the realm of large-scale, dynamically changing systems, however, DRE middleware has been applied to relatively small-scale and statically configured embedded systems. To satisfy the highly application- and mission-specific QoS requirements in network-centric “system of system” environments, DRE middleware—particularly common middleware services and domain-specific services—must be enhanced to support the management of individual and aggregate resources used by multiple system components at multiple system levels in order to:

- **Manage communication bandwidth**, e.g., network level resource capability and status information services, scalability to $10^2$ subnets and $10^3$ nodes, dynamic connections with reserved bandwidth, aggregate policy-controlled bandwidth reservation and sharing, incorporation of non-network resource status information, aggregate dynamic network resource management strategies, and managed bandwidth to enhance real-time predictability.

- **Manage distributed real-time scheduling and allocation of DRE system artifacts** (such as CPUs, networks, UAVs, missiles, radar, illuminators, etc), e.g., fast and predictable queueing time properties, timeliness assurances for end-to-end activities based on priority/deadlines, admission controlled request insertion based on QoS parameters and global resource usage metrics, and predictable behavior over WANs using bandwidth reservations.

- **Manage distributed system dependability**, e.g., group communication-based replica management, dependability manager maintaining aggregate levels of object replication, run-time switching among dependability strategies, policy-based selection of replication options, and understanding and tolerating timing faults in conjunction with real-time behavior.

- **Manage distributed security**, e.g., object-level access control, layered access control for adaptive middleware, dynamically variable access control policies, and effective real-time, dependability, and security interactions.

Ironically, there is currently little or no scientific underpinning for QoS-enabled resource management, despite the demand for it in most distributed systems. Today’s system designers and mission planners develop concrete plans for creating global, end-to-end functionality. These plans contain high-level abstractions and doctrine associated with resource management algorithms, relationships between these, and operations upon these. There are few techniques and tools, however that enable users, *i.e.*, commanders, administrators, and operators, developers, *i.e.*, systems engineers and application designers and/or applications to express such plans systematically, reason about and refine them, and have these plans enforced automatically to manage resources at multiple levels in network-centric DRE systems.
Systems today are built in a highly static manner, with allocation of processing tasks to resources assigned at design time. For systems that never change, this is an adequate approach. Large and complex military DRE combat systems change and evolve over their lifetime, however, in response to changing missions and operational environments. Allocation decisions made during initial design often become obsolete over time, necessitating expensive and time-consuming redesign. If the system’s requisite end-to-end functionality becomes unavailable due to mission and environment changes, there are no standard tools or techniques to diagnose configuration or run-time errors automatically. Instead, designers and operators write down their plans on paper and perform such reasoning, refinement, configuration generation, and diagnosis manually. This ad hoc process is clearly inadequate to manage the accelerated operational tempo characteristic of network-centric DRE combat systems.

To address these challenges, the R&D community needs to discover and set the technical approach that can significantly improve the effective utilization of networks and endsystems that DRE systems depend upon by creating middleware technologies and tools that can automatically allocate, schedule, control, and optimize customizable—yet standards-compliant and verifiably correct—software-intensive systems. To promote a common technology base, the interfaces and (where appropriate) the protocols used by the middleware should be based on established or emerging industry or military standards that are relevant for DRE systems. However, the protocol and service implementations should be customizable—statically and dynamically—for specific DRE system requirements.

To achieve these goals, middleware technologies and tools need to be based upon some type of layered architecture, such as the one shown in Figure 2 [Loy01]. This architecture decouples DRE middleware and applications along the following two dimensions:

- **Functional paths**, which are flows of information between client and remote server applications. In distributed systems, middleware ensures that this information is exchanged efficiently, predictably, scalably, dependably, and securely between remote peers. The information itself is largely application-specific and determined by the functionality being provided (hence the term “functional path”).
- **QoS paths**, which are responsible for determining how well the functional interactions behave end-to-end with respect to key DRE system QoS properties, such as
  1. How and when resources are committed to client/server interactions at multiple levels of distributed systems
  2. The proper application and system behavior if available resources do not satisfy the expected resources and
  3. The failure detection and recovery strategies necessary to meet end-to-end dependability requirements.

In next-generation DRE systems, the middleware—rather than operating systems or networks in isolation—will be responsible for separating non-functional DRE system QoS properties from the functional application properties. Middleware will also coordinate the QoS of various DRE system and application resources end-to-end. The
architecture in Figure 2 enables these properties and resources to change independently, e.g., over different distributed system configurations for the same applications.

The architecture in Figure 2 is based on the expectation that non-functional QoS paths will be developed, configured, monitored, managed, and controlled by a different set of specialists (such as systems engineers, administrators, operators, and perhaps someday automated agents) and tools than those customarily responsible for programming functional paths in DRE systems. The middleware is therefore responsible for collecting, organizing, and disseminating QoS-related meta-information needed to
1. Monitor and manage how well the functional interactions occur at multiple levels of DRE systems and
2. Enable the adaptive and reflective decision-making needed to support non-functional QoS properties robustly in the face of rapidly changing mission requirements and environmental conditions.

These middleware capabilities are crucial to ensure that the aggregate behavior of complex network-centric DRE systems is dependable, despite local failures, transient overloads, and dynamic functional or QoS reconfigurations.

Fig. 2. Decoupling Functional and QoS Paths

To simultaneously enhance assurability, adaptability, and affordability, the middleware techniques and tools developed in future R&D programs increasingly need to be application-independent, yet customizable within the interfaces specified by a range of open standards, such as
- The OMG Real-time CORBA specifications and The Open Group’s QoS Forum
- The Java Expert Group Real-time Specification for Java (RTSJ) and the Distributed RTSJ
- The DMSO/IEEE High-level Architecture Run-time Infrastructure (HLA/RTI) and
- The IEEE Real-time Portable Operating System (POSIX) specification.
Concluding Remarks

Advances in wireless networks and COTS hardware technologies are enabling the lower level aspects of network-centric DRE systems. The emerging middleware software technologies and tools are likewise enabling the higher level distributed real-time and embedded (DRE) aspects of network-centric DRE systems, making them tangible and affordable by controlling the hardware, network, and endsystem mechanisms that affect mission, system, and application QoS tradeoffs.

The economic benefits of middleware stem from moving standardization up several levels of abstraction by maturing DRE software technology artifacts, such as middleware frameworks, protocol/service components, and patterns, so that they are readily available for COTS acquisition and customization. This middleware focus is helping to lower the total ownership costs of DRE systems by leveraging common technology bases so that complex and DRE functionality need not be re-invented repeatedly or reworked from proprietary “stove-pipe” architectures that are inflexible and expensive to evolve and optimize.

Adaptive and reflective middleware systems (ARMS) are a key emerging theme that will help to simplify the development, optimization, validation, and integration of middleware in DRE systems. In particular, ARMS will allow researchers and system integrators to develop and evolve complex DRE systems assurably, adaptively, and affordably by:

- Standardizing COTS at the middleware level, rather than just at lower hardware/networks/OS levels and
- Devising optimizers, meta-programming techniques, and multi-level distributed dynamic resource management protocols and services for ARMS that will enable DRE systems to customize standard COTS interfaces, without the penalties incurred by today’s conventional COTS software product implementations.

Many DRE systems require these middleware capabilities. Additional information on DRE middleware is available at www.ece.uci.edu/~schmidt.
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1 Introduction

1.1 Advanced Real-Time Systems

The evolution of information sciences and technologies is characterized by the extensive integration of embedded components in systems used in various application areas, from telecommunications to automotive, manufacturing, medical applications, e-commerce etc. In most cases, embedded components are real-time systems that continuously interact with other systems and the physical world. Integration and continuous interaction of software and hardware components makes the assurance of global quality a major issue in system design. The failure of a component may have catastrophic consequences on systems performance, security, safety, availability etc.

Building embedded real-time systems of guaranteed quality, in a cost-effective manner, raises challenging scientific and technological problems. Existing theory, techniques and technology are of little help as they fail to provide a global framework relating various design parameters to system dynamics and its properties. Contrary to conventional real-time systems, the development of advanced real-time systems, must take into account a variety of requirements about:

- Cost-effectiveness and time to market. These requirements are certainly the most important for advanced real-time systems usually embedded in mass market products. It is possible to improve quality by increasing costs and this has been often the case for conventional real-time applications. For example, the cost of the control equipment in a commercial aircraft is (still) a small percentage of the cost of the whole. On the contrary, for cellular phones even minimal optimizations of resources such as memory and energy or of time to market is of paramount importance.
- Fast evolving environments with rich dynamics e.g. in multimedia and telecommunication systems.
- Combination of hard and soft real-time activities which implies the possibility to apply dynamic scheduling policies respecting optimality criteria. Soft real-time is indeed harder than hard real-time as it requires that when necessary, some timing constraints are relaxed in some optimal manner, provided quality of service remains acceptable.
- Behavior which is dynamically adaptive, reconfigurable, reflexive, intelligent and “any fashionable buzzword used to qualify properties meaning that systems behave less stupidly than they actually do”. Building systems meeting
such properties is essential for quality assurance if we want to increase system interactivity and autonomy. Inventing new buzzwords does not help solving problems which are intrinsically hard. In fact, it is easy to understand that building systems enjoying such desirable properties amounts to designing controllers and thus, advanced controller design techniques for complex and heterogeneous systems are needed.

- Dependability covering in particular reliability, security, safety and availability. The dynamic nature and heterogeneity of advanced real-time systems makes most dependability evaluation techniques partial or obsolete.

Advanced real-time system developers lack theoretical and practical tools and enabling technology for dependable and affordable products and services. The emergence of such enabling technology requires tight and long term cooperation between researchers and practitioners. From a theoretical point of view, it raises foundational problems about systems modeling, design, analysis and control. The concept of control appears to be a key concept in advanced real-time systems engineering.

1.2 The Role of Modeling

Modeling plays a central role in systems engineering. The use of models can profitably replace experimentation on actual systems with incomparable advantages such as,

- enhanced modifiability of the model and its parameters
- ease of construction by integration of models of heterogeneous components,
- generality by using genericity, abstraction, behavioral non determinism
- enhanced observability and controllability especially, avoidance of probe effect and of disturbances due to experimentation
- finally, possibility of analysis and predictability by application of formal methods.

Building models which faithfully represent complex systems is a non trivial problem and a prerequisite to the application of formal analysis techniques. Usually, modeling techniques are applied at early phases of system development and at high abstraction level. Nevertheless, the need of a unified view of the various lifecycle activities and of their interdependencies, motivated recently, the so called model-based approaches [Yes97, BALS99, HHK01, L+01] which heavily rely on the use of modeling methods and tools to provide support and guidance for system development and validation. Modeling systems in the large is an important trend in software and systems engineering today.

Currently, validation of real-time systems is done by experimentation and measurement on specific platforms in order to adjust design parameters and hopefully achieve conformity to QoS requirements. The existence of modeling techniques for real-time systems is a basis for rigorous design and should drastically ease their validation.
The paper unifies results developed at Verimag over the past four years into a methodological framework for modeling advanced real-time systems. Most of the ideas are applicable to arbitrary systems modeling. Current trends in advanced real-time systems foreshadow trends in general systems as integration and interactivity increase.

We consider modeling as an activity integrated in the system development process, strongly related to design and synthesis. Based on this view, we identify some challenging problems and a related research agenda. A central thesis is that a dynamic model of a real-time system can be obtained by adequately restricting the behavior of its application software with timing information. We present a composition/decomposition methodology and experimental results illustrating the thesis. The methodology raises some very basic and challenging problems about relating functional to non functional (time dependent) aspects of the behavior by application of composition techniques. Its application requires building models in the large by composition of software components and is illustrated by results obtained within the Taxys project.

2 Challenges and Open Problems

We identify main challenging problems and work directions for their solution.

2.1 The Divide between Application Software and Real-Time System

It is generally agreed that a main obstacle to the application of rigorous development techniques is the lack of methodology for relating application software and functional design to physical architecture and implementation.

At functional design level, a system is specified as a set of interacting components. The functional architecture adopts a decomposition which may be different from the one adopted by physical architecture. High level real-time languages such as ADA, Esterel and SDL, very often use simplifying assumptions about components behavior and their cooperation e.g. instantaneous and perfect communication of components, synchrony of interaction with the external environment or atomicity of actions. These are very useful abstractions that drastically simplify description. The lack of associated methods for correct implementation of the high level constructs and concepts may be a serious limitation for the effective use of high level languages.

The deep distinction between real-time application software and a corresponding real-time system resides in the fact that the former is immaterial and thus untimed. Its real-time properties depend on the speed of the underlying platform and the interaction with external environment. By the operational semantics of the language, it represents a reactive machine triggered by external stimuli. Even if there are actions depending on time e.g. timeouts, time is external and provided by the execution platform. Expiration of a timeout is an event that is treated in the same manner as any external event such as hitting
an obstacle. The study of a real time system requires the use of timed models, that can describe the combined effect of both actions of the application software and time progress.

The transition from application software to implementation involves steps and choices that determine the dynamic behavior of the real-time system. These steps consist in

- partitioning the application software into parallel tasks or threads and mapping them to the physical architecture.
- ensuring resource management and task synchronization by means of synchronization primitives offered by the underlying platform
- finding adequate scheduling policies so that given quality of service requirements (non functional properties) are met; this requires in principle, taking into account the dynamics of the execution platform e.g. WCET for atomic actions and the dynamics of the external environment.

There exist today reasonably good methods, tools and technology for supporting functional system design and application software development activities. Nevertheless, the rigorous transition to implementation comes up against several problems, such as

- relating properties of the functional design with properties of the implementation e.g. it is desirable that functional properties are preserved by the implementation methods
- modeling the dynamics of an implementation for simulation, analysis and validation purposes
- evaluating the influence of design choices on non functional properties.

2.2 Synchronous vs. Asynchronous Real-Time

Current practice in real-time systems design follows two well-established paradigms.

The synchronous paradigm based on a synchronous execution model has been developed in order to better control reaction times and interaction with the external environment. It assumes that a system interacts with its environment by performing global computation steps. In a step, the system computes its reaction to environment stimuli by propagating their effects through its components. The synchrony assumption says that system reaction is fast enough with respect to its external environment. This practically means that environment changes occurring during a step are treated at the next step and implies that responsiveness and precision are limited by step duration. Hardware description languages and languages such as Esterel [BG92], Lustre [HCRP91], and Signal [BLJ91] adopt the synchronous paradigm. For correct implementation of these languages care should be taken to meet the synchrony assumption by guaranteeing not only termination of the actions performed in a step but also that their execution times have known upper bounds.
Synchronous programs are implemented by adopting scheduling policies that guarantee that within a step all the tasks make some progress even though high priority tasks get a larger share of CPU. They are used in signal processing, multimedia and automatic control. Safety critical applications are often synchronous and are implemented as single sequential tasks on single processors. Synchronous language compilers generate sequential code by adopting very simple scheduling principles.

The asynchronous paradigm does not impose any notion of global computation step in program or system execution. Asynchronous real-time is a still unexplored area, especially for distributed computing systems that are inherently dynamic and must adapt to accommodate workload changes and to counter uncertainties in the system and its environment.

A simple instance of the asynchronous paradigm is the one developed around the ADA 95 [Whe96] language and associated implementation techniques, essentially RMA techniques [HKO+93, GKL91]. The latter provide a collection of quantitative methods that allow to estimate response times of a system composed of periodic or sporadic tasks with fixed priorities.

In asynchronous implementations, tasks are granted resources according to criteria based on the use of priorities. This is usually implemented by using RTOS and schedulers.

There exists a basic difference between the two paradigms. The synchronous one guarantees, due to the existence of global computation steps, that “everybody gets something”. The asynchronous paradigm applies the principle that the “winner takes all”, the winner being elected by application of scheduling criteria. This implies that in asynchronous implementations, a high priority external stimulus can be taken into account “as soon as possible” while in synchronous implementations reaction time is bounded by the execution time of a step. Nevertheless, “immediate” reaction to high priority external stimuli does not imply satisfaction of global real-time properties. Existing theory based on the use of analytic models, allows to guarantee simple real-time properties, typically meeting deadlines and is applicable only to simple task arrival models [LL73].

For advanced real-time applications it is desirable to combine the synchronous and asynchronous paradigm at both description and implementation levels. We need programming and specification languages combining the two description styles as some applications have loosely coupled subsystems composed of strongly synchronized components.

Even in the case where purely synchronous or asynchronous programming languages are used, it is interesting to mix synchronous and asynchronous implementation to cope with inherent limitations of each paradigm. For instance, for synchronous languages it is possible to get more efficient implementations that respect the abstract semantics, by scheduling components execution within a step and thus making the system sensitive to environment state changes within a step. Furthermore, for synchronous software it is possible to relax synchrony at implementation level by mapping components solicited at different rates to different non pre-emptible tasks coordinated by a runtime system.
Proposals of real-time versions of object-based languages such as Java [Gro00] and UML [Gro01], provide concepts and constructs allowing to mix the two paradigms and even to go beyond the distinction synchronous/asynchronous. In principle, it is possible to associate with objects general scheduling constraints to be met when they are executed. The concept of dynamic scheduling policy should allow combining the synchronous and asynchronous paradigms or most importantly, finding intermediate policies corresponding to tradeoffs between these two extreme policies. The development of technology enabling such a practice is certainly an important work direction.

3 Modeling Real-Time Systems

3.1 Component-Based Modeling

Definition: The purpose of modeling is to build models of software and systems which satisfy given requirements. We assume that models are built by composing components which are model units (building blocks) fully characterized by their interface. We use the notation \( \parallel \) to denote an arbitrary composition operation including simple composition operations a la CCS [Mil89] or CSP [Hoa85], protocols or any kind of “glue” used in an integration process: \( C_1 \parallel C_2 \) represents a system composed of two components \( C_1 \) and \( C_2 \). We assume that the meaning of \( \parallel \) can be defined by operational semantics rules determining the behavior of the composite system from the behavior of the components.

The modeling problem: Given a component \( C \) and a property \( P \) find a composition operation \( \parallel \) and a component \( C' \) such that the system \( C \parallel C' \) satisfies \( P \).

Notice that by this definition, we consider that modeling does not essentially differ from design or synthesis. In practice, the property \( P \) is very often implicit as it may express the conjunction of all the requirements to be met by the composite system. The above definition provides a basis for hierarchical or incremental modeling as composite systems can themselves be considered as components. Thus, complex systems can be obtained by iterative application.

Incremental modeling: To cope with complexity, it is desirable that the model of a complex system is obtained incrementally by further restricting some initial model. This can be done in two manners:

- By integration of components, that is building a system \( C_1 \parallel C_2 \ldots \parallel C_n \) by adding to \( C_1 \) interacting components \( C_2 \ldots C_n \) so that the obtained system satisfies a given property. We want, throughout the integration process, already established properties of components to be preserved. Composability, means that if a property \( P \) holds for a component \( C \) then this property holds in systems of the form \( C \parallel C' \) obtained by further integration. For example, if \( C \) is deadlock-free then it remains deadlock-free by integration. Composability is essential for building models which are by construction correct. Unfortunately, time dependent properties are non composable, in general [AGS00 AGS01 Lee00].
By refinement, that is by getting from an abstract description $C$ a more concrete (restricted) one $C'$ in the sense that the behaviors of $C'$ are “contained” in the behaviors of $C$. Refinement relations are captured as simulation relations modulo some observability criterion establishing a correspondence between concrete and abstract states and/or actions. We want, throughout the modeling process, refinement to be preserved by composition operators. That is, if components of a system are replaced by components refining them, then the obtained system is a refinement of the initial system. This property called \textit{refinement compositionality}, is essential for relating models at different abstraction levels. Refinement compositionality should play an important role in relating application software to its implementations. Existing results are not satisfactory in that they deal only with preservation of safety properties. The application of constructive techniques requires stronger results e.g. preservation of progress properties.

### 3.2 About Timed Models

A real-time system is a layered system consisting of the application software implemented as a set of interacting tasks, and the underlying execution platform. It continuously interacts with an external environment to provide a service satisfying requirements, usually called QoS requirements. The requirements characterize essential properties of the dynamics of the interaction.

Models of real-time systems should represent faithfully the system’s interactive behavior taking into account relevant implementation choices related to resource management and scheduling as well as execution speed of the underlying hardware. They are timed models as they represent the dynamics of the interaction not only in terms of actions but also in terms of time. Building such models is clearly a non trivial problem.

Timed models can be defined as extensions of untimed models by adding time variables which are state variables used to measure the time elapsed. They can be represented as machines that perform two kinds of state changes: transitions and time steps. Transitions are timeless state changes that represent the effect of actions of the untimed system; their execution may depend on and modify time variables. Time steps represent time progress and increase uniformly only time variables. They are specified by time progress conditions \cite{BS00}: time can progress from a state by $t$ if the time progress condition remains true in all intermediate states reached by the system. During time steps state components of the untimed model remain unchanged. There exists a variety of timed formalisms extensions of Petri nets \cite{Si77}, process algebras \cite{NS91} and automata \cite{AD94}. Any executable untimed description e.g. application software, can be extended into a timed one by adding explicitly time variables or other timing constraints about action execution times, deadlines etc.

Timed models use a notion of logical time. Contrary to physical time, logical time progress can block especially as a result of inconsistency of timing constraints. The behavior of a timed model is characterized by the set of its runs,
that is the set of maximal sequences of consecutive states reached by performing transitions or time steps. The time elapsed between two states of a run is computed by summing up the durations of all the time steps between them. For a timed model to represent a system, it is necessary that it is well-timed in the sense that in all runs time diverges.

As a rule, in timed models there exist states from which time cannot progress. If time can progress from any state of a timed model, then it is always possible to wait and postpone the execution of actions which means that it is not possible to model action urgency. Such models represent degenerated timed systems which are in fact untimed systems as time can be uniformly abstracted away. Action urgency at a state is modeled by disallowing time progress. This possibility of stopping time progress goes against our intuition about physical time and constitutes a basic difference between the notions of physical and logical time. It has deep consequences on timed systems modeling by composition of timed components.

Composition of timed models can be defined as extensions of untimed composition. They compose actions exactly as untimed composition. Furthermore, for time steps, a synchronous composition rule is applied as a direct consequence of the assumption about a global notion of time. For a time step of duration $t$ to occur in a timed system, all its components should allow time progress by $t$. Well-timedness is not composable in general, especially when components have urgent synchronization actions.

### 3.3 Building the Timed Model

We present a methodology for building timed models of real-time systems as layered descriptions composed of

- Models of the tasks
- A synchronization layer
- A scheduler that controls execution so as to meet QoS requirements.

**Timed models of tasks.** The application of the methodology requires compilation and WCET analysis tools. We discuss the principle of construction of the timed model without addressing efficiency or even effectiveness issues. We assume that code for tasks (execution units) is obtained by partitioning the application software and separate compilation. Furthermore, we assume that for a given implementation platform and by using analysis tools, the following information can be obtained about each task:

- Which sequences of statements are atomic during execution
- For atomic sequences of statements, estimates of execution times e.g. WCET or interval timing constraints with lower and upper bounds.

The code of a task $C$ with this information constitutes its timed model $C_T$. The latter can perform the actions of $C$ - which are atomic sequences of statements of $C$ - and time steps.
**Synchronization of timed tasks.** We assume that task synchronization is described in terms of synchronization primitives of the underlying platform such as semaphores and monitors, to resolve task cooperation and resource management issues. In principle, untimed tasks code with their synchronization constraints is a refinement of the application software.

We want to get compositionally the timed model corresponding to the system of synchronized tasks. For this, it is necessary to extend the meaning of synchronization operations on timed behavior. For example, if \( C_1 \) and \( C_2 \) is the code of two tasks and \( C_1 \parallel C_2 \) represents the system after application of synchronization constraints, then we need a timed extension \( \parallel_T \) to compose the timed models \( C_1_T \) and \( C_2_T \) of \( C_1 \) and \( C_2 \). \( C_1_T \parallel_T C_2_T \) is the timed model of \( C_1 \parallel C_2 \). In [BS00], it has been shown that untimed composition operators \( \parallel \) admit various timed extensions \( \parallel_T \) depending on the way urgency constraints (deadlines) of timed tasks are composed.

Extending untimed composition operators to timed ones is an important problem for the construction of the global timed model. It is desirable that essential properties of the timed components such as deadlock-freedom and well-timedness are preserved by timed composition. We have shown that usual composition operators for timed models do not preserve well-timedness [BGS00, BS00]. The existence of methodology and theory relating properties of untimed application software to the associated timed model is instrumental for getting correct implementations. Usually, correct implementation of the operator \( \parallel \) used in the software development language, requires a fairly complex definition of \( \parallel_T \). The reasons for this are twofold.

1. Whenever the interaction between untimed components is supposed to be instantaneous, the application of the same composition principle to timed components may lead to inconsistency such as deadlocks or timelocks. The obvious reason for this is that in the timed model (the implementation) component reactions to external stimuli do take time. When a component computes a reaction, its environment state changes must be recorded to be taken into account later. So, contrary to instantaneous untimed composition, timed composition needs memory to store external environment events.

2. In many composition operations for untimed systems, independent actions of components may interleave. Interleaving implicitly allows indefinite waiting of a component before achieving synchronization. It may happen that an untimed system is deadlock-free and the corresponding timed system has deadlocks. Adding timing constraints may restrict waiting times and destroy smooth cooperation between components (see example in [BST98, BS00]).

Composition of timed components should preserve the main functional properties of the corresponding untimed system. Otherwise, most of the benefit from formal verification of functional properties is lost. To our knowledge, this is a problem not thoroughly investigated and which cannot be solved by directly transposing usual untimed composition concepts. We need results for correct implementation of untimed interaction primitives relying on the concepts of protocol or architecture.
Scheduler modeling. The real-time system model must be “closed” by a timed model of the external environment. We assume that this model characterizes the expected QoS from the system. That is, instead of using extra notation such as temporal logic or diagrams to express the QoS requirements, we represent them as a timed model. It can be shown that their satisfaction boils down as for untimed systems, to absence of deadlock in the product system obtained by composition of the environment and the real-time system models. This method applied to verify safety properties for untimed systems can be used to verify also liveness properties if the timed models are well-timed and this property is preserved by parallel composition.

Scheduler modeling is a challenging problem. Schedulers coordinate the execution of system activities so that requirements about their timed behavior are met, especially QoS requirements. We have shown that schedulers can be considered as controllers of the system model composed of its timed tasks with their synchronization and of a timed model of the external environment. They apply execution strategies which satisfy, on the one hand timing constraints resulting from the underlying implementation, essentially execution times, and on the other hand QoS requirements represented by a timed model of the environment. Under some conditions, correct scheduling can be reduced to a deadlock avoidance problem.

More concretely, a scheduler monitors the state of the timed model and selects among pending requests for using common resources. The role of scheduler can be specified by requirements expressed as a constraint $K$, set of timed states of the scheduled system. The scheduler keeps the system states in a control invariant $K'$ subset of $K$, set of states from which the constraint $K$ can be maintained in spite of “disturbances” of the environment and of internal actions of the tasks. The existence of a scheduler maintaining $K$ depends on the existence of non empty control invariants contained in $K$ \cite{MPS95,AGP99}. Control invariants can be characterized as fixpoints of monotonic functions (predicate transformers) representing the transition relation of the timed system to be scheduled. There exists a scheduler maintaining $K$ iff there exist non empty fixpoints implying $K'$. Computing such fixpoints is a non trivial problem of prohibitive complexity when it is decidable - essentially, for scheduling without preemption. This relation of scheduler modeling to controller synthesis explains the inherent difficulties in the application of model-based techniques to scheduling.

A methodology based on composability results has been studied in \cite{AGS01} to circumvent the difficulties in scheduler modeling. It consists in decomposing the constraint $K$ into a conjunction of two constraints $K = K_{sched} \wedge K_{pol}$. $K_{sched}$ specifies the fact that timing requirements are satisfied. $K_{pol}$ specifies scheduling policies for resource allocation and can be expressed as the conjunction of resource allocation constraints $K_r$, $K_{pol} = \bigwedge_{r \in R} K_r$, where $R$ is the set of the shared resources. The constraint $K_r$ can again be decomposed into two types of constraints $K_r = K_{r\text{resolve}} \wedge K_{r\text{admit}}$. $K_{r\text{resolve}}$ specifies how conflicts for the acquisition of $r$ are resolved while $K_{r\text{admit}}$ characterizes admission control policies and says when a request for $r$ is taken into account by the scheduler.
According to results presented in [AGS01] such a decomposition allows to simplify the modeling problem of a scheduler maintaining $K_{\text{sched}} \land K_{\text{pol}}$ by proceeding in two steps. First, getting a scheduler that maintains $K_{\text{pol}}$; this does not require the application of synthesis algorithms. The second step aims at finding by restriction of this scheduler, a scheduler which maintains $K_{\text{sched}}$ and requires in general, the application of synthesis or verification techniques.

The construction of the scheduler maintaining $K_{\text{sched}}$ heavily relies on the use of dynamic priority rules. It uses composability results allowing to obtain incrementally the scheduler. A priority rule is a pair consisting of a condition and of an order relation on task actions. When the condition is true, the associated priority order is applied and its effect is to prevent actions of low priority to occur when actions of higher priority are enabled. It has been shown that non trivial scheduling policies and algorithms can be modeled, by using priority rules. Furthermore, there exist composability results that guarantee preservation of absence of deadlock and in some cases of liveness, by application of dynamic priority rules [BGS00].

Interesting research directions in scheduler modeling are:

- Composability: An important observation is that scheduling methods are not composable, in the sense that if a scheduler maintains $K_1$ and a scheduler maintains $K_2$ then even if they control access to disjoint sets of resources, their application does not in general maintain $K_1 \land K_2$. In [AGS00] a sufficient condition for scheduler composability is given. There is a lot to be done in that direction.

- Connections to the controller synthesis paradigm: This is a very interesting research direction, especially because controller synthesis provides a general theoretical framework that allows better understanding the scheduling problem and the inherent difficulties. Controller synthesis provides also the general framework for tackling more pragmatic and methodological questions.

- Combining model-based scheduling and scheduling theory: Scheduling theory proposes sufficient conditions for schedulability of simple tasks, usually periodic or sporadic, for specific scheduling policies. It is based on the use of analytic models that lead to more tractable analysis techniques at the price of approximation [ABR91, HKO+93, EZR+99]. Some combination and unification of the two approaches seems feasible and should give results of highest interest.

### 3.4 Application to Modeling Embedded Telecommunication Systems

The Taxys project, in collaboration with France Telecom and Alcatel Business Systems uses the principle given in [AGS01] to build timed models of real-time systems. The purpose of this project is the analysis of embedded real-time applications used in cellular phones, to check QoS requirements. The latter are expressed as properties of the form “the time distance between an input signal
and the associated reaction is bounded by some delay” or “the time distance between two consecutive output signals is within a given interval”.

The application software is written in Esterel extended with C functions and data. The design environment comprises a compiler used to generate C code from application software and a parametric code generator used to generate executable code for DSP’s. The implementation consists of one task and does not use OS or scheduler. Scheduling issues are resolved by the compiler which determines causally correct orders of execution between processes.

The C code is structured as a reactive machine whose transitions are triggered by signals provided by the external environment. A transition occurrence changes atomically control state and data state by executing an associated C function. To build a timed model of the application, the C code is instrumented by adding timing constraints about execution times of C functions. These constraints are lower and upper bounds of execution times estimated by using an execution time analysis tool. The global timed model of the embedded real-time system is obtained by composition of the timed model of the C code with a timed model of the environment and an external events handler. The latter is used to store signals emitted by the environment. It is important to notice that while according to Esterel semantics, the interaction between an Esterel program and its environment is instantaneous, the composition between the timed application software and the timed environment requires the use of memory. In fact, instantaneous actions of the untimed model take time when executed and during this time the environment changes must be registered to be taken into account in the next application cycle. This is an instance of the general problem evoked in 3.3. Global timed models of the real-time system, are analyzed by using the Kronos [DOTY96,Yov97,BSS97] timing analysis tool.

The Esterel compiler has been engineered to generate the instrumented C code from pragmas describing timing constraints. Thus, the timed models of both the application software and of the environment can be described in Esterel appropriately extended with pragmas to express timing constraints. The obtained results are very encouraging [BPS00,CPP+01,TY01b,TY01a] and we plan to apply this principle to modeling real-time systems with multitasking.

4 Discussion

Modeling is a central activity in systems development intimately related to design, programming and specification. We consider only modeling by using executable languages. Although we do not deny the interest of using notations based on logic and declarative languages, we do not consider them as essential in control dominated modeling. Some notation encompassing abstraction such as the various kinds of charts (message charts, sequence charts) is certainly useful for requirements expression. Nevertheless, we consider that the main challenges concern modeling by using executable languages at different levels from specification to implementation and for different execution models.
We believe that an important trend is relating implementation to models at different abstraction levels. For this, it seems inevitable that models are built by using or rather reusing components written in languages such as C and C++. We need modeling environments which support methodologies and tools for building models from heterogeneous components, synchronous and asynchronous. The use of C and C++ code in such environments requires methodology and tools for monitoring and instrumenting code execution, in particular to change abstraction, granularity of execution and execution model. Modeling systems in the large is an important and practically relevant work direction.

4.1 For a Common Conceptual Basis

Building general modeling environments requires a common conceptual basis for component based modeling, a unifying notation with clean and natural operational semantics. Such a notation should distinguish 3 basic and complementary ingredients in models: components, interaction model and execution model. A model is a layered description consisting of a set of components, on which are applied successively an interaction model and an execution model. Interaction and execution models describe two complementary aspects of an architecture model.

Components are system units characterized by their interface specified as a set of interaction points. An interaction point corresponds to a shared action (event-based approach) or a shared variable (state-based approach). An interaction point can be conceived as a pair consisting of a name (port, signal, input, output) and a list parameters.

A system is modeled as a set of interacting components. A component state determines which interaction points can participate in an interaction and the values of their parameters. For given component states, an interaction between a set of components can be specified as a subset of compatible interacting points. The compatibility relation may be statically determined or may depend on the states of the components involved in the interaction. Usually, we distinguish between the initiator of the interaction and the other participating components as in some interaction models it is necessary to take into account the flow of causality. Interactions may be n-ary, in general. For general modeling languages there is no reason for restricting to interactions of particular arity.

The interaction model describes the effect of interactions on the states of the participating components. We need languages encompassing the following different interaction types.

- **Blocking and non blocking interaction**: Blocking interactions are interactions that cannot take place unless all the involved interaction points are enabled for instance, synchronous message passing in CSP and CCS. Non blocking interactions can take place when the initiator of the interaction is enabled and involve all the enabled participants. Synchronous languages and hardware description languages use non blocking interaction.
Atomic and non atomic interaction: Atomic interaction means that interaction is completed without interference of other system events. Clearly, non atomic interaction can be modeled in terms of atomic interaction by using memory such as shared variables and fifo queues. It is desirable that modeling languages offer primitives for the direct description of non atomic interaction mechanisms.

Some papers distinguish also between event-based and state-based interaction. We do not consider this distinction to be foundationally relevant although in practice it can be convenient to use rather one than the other type of interaction.

The execution model contains information about component concurrency control in a given architecture. It further constrains the behavior obtained by application of an interaction model by reducing non determinism inherent to interactive behavior. Its effect can be represented by adding extra components that restrict the behavior of the interacting components. For methodological reasons, it is very important to separate component interaction from execution control. Component interaction deals with satisfaction of functional properties, essentially safety properties, such as mutual exclusion. The execution model deals with component progress and sharing computing power. It determines the computation threads and is strongly related to fairness, scheduling, run to completion, time step properties. Usually, in existing languages, the execution model is strongly related to their interaction model: atomic interaction for synchronous languages and non atomic interaction for asynchronous languages. Nevertheless, it is desirable to dissociate interaction from execution aspects. An important trend in proposals for real-time versions of object-based languages, is associating with objects priorities and scheduling constraints.

4.2 Relating Functional to Non Functional Models

Relating untimed to timed, functional to non functional models by using as much as possible composability and compositionality is a very important work direction. Existing theory on system modeling and composition such as process algebra, has been developed on low level models e.g. transitions systems, and badly resists to extensions with data and time. For programs, we have compositionality results for simple sequential programs e.g. Hoare logic whose extension to concurrent systems leads to complicated methodologies. The concepts of composition studied so far, consider essentially composition as intersection of behaviors. They lend themselves to theoretical treatment but are not appropriate for component-based modeling. For the latter, we need composition concepts that modulo some assumptions about component properties, guarantee properties of the whole system. Results using assume/guarantee rules seem difficult to apply. We believe that for component-based modeling, we need “flexible” composition rules that compose the components behavior by preserving essential component properties such as deadlock-freedom. Contrary to usual composition, flexible composition operators seek consensus (avoid “clashes”) between interacting components. A
notion of flexible composition for timed systems have been studied in [BS00]. The basic idea is not to compose separately timing requirements and actions which may easily lead to inconsistency: a deadlock is reached if a component offers an urgent synchronization action that cannot be accepted by its environment without letting time pass. Instead, flexible composition adopts a “non Newtonian” or “relativistic” view of time by assuming that time is “bent by the action space”. To avoid deadlock in the previous example, time is allowed to pass as long as no action is enabled. This may lead to violation of the individual timing constraints of components but guarantees well-timedness of the composed system.

Existing implementation theories do not preserve properties such as deadlock-freedom of components, or more general progress properties, especially when going from functional to non functional (timed) models. Usually, for timed models obtained by adding timing requirements to an untimed model, component deadlock-freedom is not preserved in either way. Timing can introduce deadlocks to deadlock-free untimed systems and deadlocks of untimed systems can be removed by adding timing constraints. In absence of any theoretical results about preservation of properties other than safety properties, it is questionable whether it is worthwhile verifying at functional model level properties which are not preserved by implementation techniques such as deadlock-freedom, liveness and fairness properties. We badly lack implementation theories for high level languages.

4.3 Scheduler and Controller Modeling

The distinction between interaction and execution models determines two kinds of modeling problems of uneven difficulty. Modeling interaction seems to be an easier and in any case a better understood problem than modeling execution. We consider the latter to be a still unexplored problem, especially in the case of timed models. To describe execution models, we need languages with powerful constructs allowing compositional description of dynamic priorities, preemption and urgency. The distinction between synchronous and asynchronous execution should be captured by using execution models.

Schedulers are components that implement execution models. Their modeling deserves special attention as their role is crucial for correct implementation. Scheduler modeling can be considered as an instance of a more general problem, that of finding controllers which maintain given constraints. The development of design and modeling methodologies for controllers leads to explore connections to control theory. This is certainly a very interesting research direction confirmed by trends in some areas such as multimedia where control algorithms are used to solve traffic management problems. Connection to controller synthesis problems may also bring solutions to all the hard and still not very well understood problems of building systems enjoying “magic” properties such as adaptivity, reflectivity, survivability, and why not, intelligence.
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Abstract. Embedded systems are proliferating at an amazing rate. To be successful these systems must be tailored to meet many cost, time to market, performance, and dependability constraints. Building and tailoring embedded systems by using domain specific components has promise. However, in composing components the most difficult issues are ensuring that non-functional properties such as real-time performance and dependability are being met. The VEST toolkit is aimed at providing a rich set of dependency checks based on aspects to support embedded system development via components.

1 Introduction

Embedded systems are proliferating at an amazing rate with no end in sight. In 1998 only 2% of all processors where used for general purpose workstations and 98% for embedded systems. The percentage of processors used for workstations is rapidly approaching 0% for the year 2001. Success of embedded systems depends on low cost, a high degree of tailorability, quickness to market, cost-effective variations in the product, and sometimes flexible operation of the product. The reliability of these products and the degree of configurability are paramount concerns. Currently, there is no efficient way to build software for these systems. The use of component based software for constructing and tailoring these systems has promise. However, most components are too heavyweight and don’t explicitly address real-time, memory, power and cost constraints. What is required is a new type of component that is lightweight and relates to the physical and real-time properties of embedded systems.

The first part of the solution is developing the new components themselves. This problem is where most people have spent their energies. While this is a necessary step, it is the easiest step and it ignores fully addressing how the components interact with other components or how they fit into a component

* This work was supported, in part, by the DARPA PCES program under grant F33615-00-C-3048.
VEST – A Toolset for Constructing and Analyzing infrastructure. The second problem is that while significant work has been done in developing CORBA \[36\], DCOM \[24\], Jini \[1\] components, much less has been done with components suitable for embedded systems. Third, most tools available for the configuration process provide little more than linking or an extended “make” capability. It is the designer who has to know everything about the components and their (often hidden) constraints. For example, a designer may know that the combination of 2 seemingly unrelated components leads to unpredictable delays in network protocol processing. What is needed are tools that support the specification of embedded system requirements followed by knowledgeable and helpful construction of the embedded system with careful analysis of component dependencies as well as the time, memory, power, and cost constraints. The final product must offer as many guarantees as possible along many dimensions including correctness, performance and reliability. Our work is focusing on the development of effective composition mechanisms, and the associated dependency and non-functional analyses for real-time embedded systems. Our solutions are embodied within a toolkit called VEST (Virginia Embedded Systems Toolkit).

We are attempting to develop techniques that are general enough to construct and perform analysis checks on any of the following types of systems:

- a static and fixed embedded system at low cost (e.g., software for a wrist watch),
- networked and long lived embedded systems that can be made more evolvable by hot swapping both hardware and software (e.g., air traffic control), and
- a reflective runtime environment to support a high degree of adaptability (e.g., air traffic control or even a set top box that sometimes acts to download movies, at other times act as a PC, or to run games).

The main purposes of this paper are threefold: to present the design of VEST, to highlight various types of dependency checks including aspects, and to illustrate the special issues involved with composing embedded real-time systems.

2 The Design of VEST

VEST (Virginia Embedded Systems Toolkit) is an integrated environment for constructing and analyzing component based embedded and real-time systems. Generally speaking, the VEST environment is designed to help people select or create passive components (collections of code fragments, functions, classes, HW, etc), compose them into a system/product, map them onto runtime (active) structures such as processes or threads, map them onto specific hardware, and perform dependency checks and non-functional analyses to offer as many guarantees as possible along many dimensions including real-time performance, and reliability.\footnote{VEST does not support formal proof of correctness.} The VEST environment is comprised of the following main parts:
DOME (Domain Modeling Environment) [17], a tool-set which is an extensible collection of integrated model editing and analysis tools supporting a Model-Based Development approach to system/software engineering.

A library system composed of 5 libraries: domain application components, middleware components, OS components, aspects, and the product under development library.

An interactive composition and analysis tool which supports:
- Tailored infrastructure and product creation via domain specific software/hardware composition
- Mapping of passive software components to active runtime structures (processes/threads)
- Mapping of processes/threads to hardware platforms
- A set of dependency and aspect checks
- Ability to invoke off-the-shelf or home grown analysis tools such as real-time and reliability analyses.

Using VEST the designer can
- Create a new component which entails not only adding the source code, but also adding a significant amount of reflective information. The reflective information for source code objects include categories such as interface information, linking information, location of source code itself, graphical information for displaying/representing the source object on the VEST graphical editor canvas, and other reflective information of the source object needed to analyze cross cutting dependencies. Examples of this latter category are presented in section 3.
- Choose a component from one of the libraries.
- Graphically compose components so that a hierarchy of components can exist.
- Use Glue Code to connect components, if necessary.
- Map components to processes so that the active part of a composed system can be designed and analyzed.
- Bind processes to HW. Only after this step can we truly do the real-time analysis since execution times are highly platform dependent.
- Perform dependency checks including aspects. This is one area where we believe VEST makes a major contribution. Previous systems did not have enough support for cross-cutting dependencies and this is one specific goal for VEST.
- Invoke off-the-shelf analysis tools to analyze a configured system.

To better support real-time and embedded systems, the VEST component library contains both software and hardware objects. The software objects can themselves be further divided into two subgroups: source objects that describe a specific code written in a traditional language like C, and higher-level objects that describe groupings of source objects. The hardware objects can also be divided into descriptions of a specific piece of hardware and descriptions of groupings of hardware components. We are supporting the following hardware
devices: processors, memories, caches, DSP, busses, A/D and D/A, actuators and sensors. Sets of reflective information exist for each of these device types. Processes and threads are separate entities in VEST and also have reflective information describing their attributes.

To briefly provide some idea of the graphical interface the tool buttons available to a designer include invoking/using/composing: Functions, Classes, Components, Threads, Processes, Devices, Composed Devices, Glue Code, Select and Move, and Dependency Connectors are provided for users to describe entities’ dependency graphically (we provide both a Precedence Connector and a Call-Graph Connector). Attributes can be added to each connector, e.g., attributes can be added to a call-graph connector such as 1) Call instance: Which call instance this connector stands for; 2) Return type: Return parameter type; and 3) Input parameter list. A Mapping/Binding connector is used to map a passive component to a thread/process or bind a thread/process to a piece of hardware.

From the VEST graphical interface users can create a new library, add/delete components to a library, browse for a component, and search for a component by name or by keyword. Finally, through a menu item they can invoke the off-line analysis tools.

3 Dependency Checks and Aspects

One goal of VEST is to provide significant support for various types of dependency checking. Dependency checks are invoked to establish certain properties of the composed system. This is a critical part of embedded and real-time system design and implementation. For purposes of doing research, we have separated dependency checks into 4 types:

- Factual
- Inter-component
- Aspect
- General

Factual. The simplest, component-by-component dependency check is called factual dependency checking. Each component has factual (reflective) information about itself including:

- WCET (worst case execution time)
- memory needs
- data requirements
- interface assumptions
- importance
- deadline or other time constraints
- jitter requirements
- power requirements (if a hardware component),
- initialization requirements
- environment requirements such as
- must be able to disable interrupts
- requires virtual memory
- cannot block
- the code itself

The above list is extensible depending on the application area. A factual dependency check can include using this information across all the components in a configuration. For example, a dependency check might involve determining if there is enough memory. This can be very easy; add up the memory requirements of each component and compare to the memory provided by the hardware memory component. If memory needs are variable, a slightly more sophisticated check is needed that accounts for worst case memory needs. The greater number of factual dependency requirements that are checked by VEST the more likely it is that simple mistakes are avoided.

Inter-component. Inter-component dependencies refer to pairwise component checks. This includes:

- call graphs
- interface requirements including parameters and types of those parameters
- precedence requirements
- exclusion requirements
- version compatibility
- software to hardware requirements, and
- this component is included in another.

The above list is extensible. Given a set of components configured for some purpose the inter-component checks also tend to be easy. For example, that modules conform to interface definitions can easily checked. That correct versions are being used together and that no two components that must exclude each other are included, also can be easily checked. The greater the number of inter-component dependency requirements that are checked, the more likely that simple mistakes are avoided.

Aspects. Aspects [19] are defined as those issues which cannot be cleanly encapsulated in a generalized procedure. They usually include issues which affect the performance or semantics of components. This includes many real-time, concurrency, synchronization, and reliability issues. For example, changing one component may affect the end-to-end deadlines of many components that are working together. Many open questions exist here. How can we specify the aspects? Which aspects are specific for a given application or application domain and which are general? How does the tool perform the checks? Are the checks feasible for certain problems?

It is our belief that aspects include an open ended (unbounded) set of issues. Therefore, we cannot hope to be complete, rather we need to identify key aspects for embedded systems and create the specification and tools to address as many of these issues as possible. The more aspects that can be checked, the more
confidence in the resulting composed system we will have. However, by no means do we claim that the system is correct, only that certain specific checked errors are not present.

Consider an example of aspects relating to concurrency. In looking into this issue, we have divided the problem into 4 parts: what are the concurrency concepts that need to be expressed, what mechanisms exist for supporting those concepts (the components), how can we express the concepts and components, and how are the dependency checks themselves performed?

Concurrency concepts include: synchronous versus asynchronous operation, mutual exclusion, serialization, parallelism, deadlock, atomicity, state (running, ready, blocked), events (triggers), broadcasts, coordinated termination, optimistic concurrency control, and multiple readers - single writer. This list can be extended, perhaps indefinitely.

Concurrency mechanisms include: locks, binary and counting semaphores, wait-list management, timers, messages, monitors, spin locks, fork-join, guards, conditional critical regions, and precedence graphs. At this time we have not developed any language for expressing the concurrency concepts or mechanisms.

Related to aspects, dependency checks seem to come in two types. One is an explicit check across components in the current configuration. Examples include: suppose a given system has only periodic tasks and a change is made to add aperiodic tasks. A particular dependency check may be able to identify all those components that had previously assumed that no aperiodics would exist. Another example involves a system that has no kill primitive. Adding a kill primitive imposes a key requirement on all other tasks that they cannot be killed while they are in the middle of a critical section.

The second type of aspect checking is actually deferred to associated analysis tools. For example, checking that real-time constraints are met is best done by collecting the right information and passing it to a more general analysis tool. Four such tools are described in section 4.

General. The fourth type of dependency check we refer to as a general dependency check. It is not clear that this category is needed and it may eventually be folded into the other three. However, global properties such as that the system should not experience deadlock, or that hierarchical locking rules must be followed, or a degree of protection is required seem different enough that, for now, we are treating these checks as a separate category. Note that it is not important what category a certain dependency check falls into, only that such a check is made. However, each category may require fundamentally different solutions. Aspects, while they can be global, seem to focus more on how code changes affect other modules, while the general dependency category focuses on global requirements. For example, a dependency check for the absence of deadlock might rely on a Petri-net analysis (see also non-functional analyses section below).

3.1 Examples of Dependency Checks

The current version of VEST implements the following dependency checks.
A Memory Size Check: Browse through a system (all the graphical icons on the editing pane or reachable from that pane), adding up the memory requirements. Browse through the system, adding up the total memory provided by the hardware memory modules. Compare the memory required with the available memory and inform users of the result. Note: Besides modules whose memory requirement values are available, the number of modules whose memory requirement values are not available is also counted and reported to users.

Power Consumption Check: Browse through a system (all the graphical icons on the editing pane or reachable from the pane), adding up the power requirements and the available power, and summarizing the number of modules whose power requirement value are not available. Display the power consumption result.

Interface Compatibility Check: For each call graph connector in the system, check whether its interface is compatible with its calling component’s interface. For those mismatched call graph connectors, mark them in red and inform the users.

All Call-Graphs Check: Browse through a system to check all of its components’ calling dependencies. For a component’s calling dependency list, look through the whole system to see if components it calls are missing from current system. If some components are missing from current system, inform users.

Exclusion Constraints Check: This name-based checking will check any generic exclusion violations among the system. Browse through a system to check all of its components’ exclusion constraints. For a component’s exclusion list, look through the whole system to see if there is an exclusion violation, i.e., other components that it excludes also compose current system. If an exclusion happens in current system, inform users.

No Dynamic MM Check: This checks a specific exclusion constraint, i.e., a dynamic memory management constraint. Users can use it to check if dynamic memory management is excluded by a system (i.e., some components in the system exclude the use of any dynamic memory management components).

Buffer Size: Browse through a system, for each buffer, add up its total buffer consumption based on its rate of execution. Browse through the system, for each buffer, add up its total buffer production based on its rate of execution. Compare each buffer’s total production with its total consumption. If its total production is larger than total consumption, messages might be lost. Inform users.

4 Non-functional Analysis Tools

Our configuration tool needs to scan the newly composed system, extracting the appropriate reflective information needed for a particular analysis. It then passes that information to the analysis tool in the correct format. A tool may be an off-the-shelf tool or one supplied with our system. To make this clear, consider the following four examples.
Consider that we want to perform a real-time analysis that takes exclusive access to shared resources into account. See Figure 1. To perform such an analysis requires making many decisions such as we must know all the components (hardware and software), the mapping of software to runtime active structures, the mapping of software to hardware, the scheduling algorithm being used, and the workload. The component reflective information must include worst case execution times for that software on specific hardware as well as what data that software needs to share in exclusive mode. All of this information can be part of the configuration tool set. Given knowledge of all these things it is then possible to use the Spring scheduling off-line algorithm [15], designated as H() in the figure, to compute a feasible schedule where all deadlines and exclusion constraints are met, or be told that no such schedule was found. See Figure 2. In figure 2 it is shown that task A is scheduled on one CPU, while tasks B and C are on a second CPU. Resources R1 through R5 are additional resources required by these tasks and they are allocated for time periods that avoid conflicts. For example, tasks A and B are scheduled to run concurrently and they use a disjoint set of resources R2 and R3, respectively. Alternatively, tasks B and C are scheduled to run sequentially because they conflict over resource R3. In this schedule all the tasks make their deadlines, designated D(i) i= A,B,C in the picture. In general, if no valid schedule is found the designer can take various actions such as adding hardware and then reiterate the analysis.

A second example would be to perform actions very similar to the above scenario except the designer makes assumptions about using the rate monotonic analysis approach with priority ceiling and invokes the schedulability analysis for that paradigm. This, for example, is being done in MetaH.

A third example involves reliability analysis. Off-the-shelf tools exist for computing the reliability of a given system configuration. Such an analysis is usually quite restrictive. Yet, what ever level of sophistication that the off-the-shelf tool supports, that can be supported here. For example, if we assume fail stop hardware, we know the probability of failure of each hardware component and the HW configuration, we can input this to a tool such as Galileo and determine the reliability. This, of course, does not consider software faults.

Tools based on Petri-nets analysis exist to evaluate various concurrency properties of a system. Again, our configuration tool can extract the right information from the reflective information about the newly composed system, put it into the format expected from a Petri-net analysis tool and obtain the analysis benefits of that tool.

5 Current Status

VEST version 0 has been implemented. Version 0 has basic library support, support for functions as components, various examples of dependency checking, and the capability to invoke external off-the-shelf tools. It has basic graphic support and is built on DOME. VEST version 1 is currently being implemented. It will contain the following:
- Support for objects and classes including multiple interfaces.
- Support for configurable components so that a designer can instantiate a library component with specific parameters for their product.
- Support for events as first class entities and how those entities relate to aspects.
- Direct support for language independent aspects.
- Additional library support for the management of 5 libraries: base application code library, middleware library, OS library, aspect library, and new product library.
- Addition of more dependency and aspect checking.

6 State of the Art

The software engineering field has worked on component based solutions for a long time. Systems such as CORBA [36], COM [23], DCOM [24], and Jini [1] exist to facilitate object or component composition. These systems have many advantages including reusability of software and higher reliability since the components are written by domain experts. However, CORBA and COM tend to produce heavyweight components that are not well suited to embedded systems,
and none of these systems have adequate analysis capabilities. Also, the generality and large size of component libraries makes these general solutions difficult to use. However, using components in more focussed domains such as found in many embedded system applications seems promising. Often a high degree of tailorability is needed to make a product successful in the marketplace. This tailorability may be required in the application code, the middleware (if any) and the OS.

Tailorability has been the focus of OS microkernel research such as in Spin [2], Vino [9], and the exo-kernel [10]. However, these systems have not addressed embedded systems issues, are not component based and have no analysis of the type being proposed here. They also are applied to general purpose timesharing systems with totally unrelated applications executing on a general purpose OS.

Real-time kernels such as VxWorks [44], VRTX32 [31], and QNX [16] all have a degree of configurability. But the configuration choices are at a high level, e.g., you can include virtual memory or network protocols or not. There are no dependency checks or analysis tools to support composition.

The KNIT [32] system is an interesting composition system for general purpose operating systems. This system is addressing a number of cross cutting concerns in composing operating systems. For example, they consider linking, initialization, and a few other dependencies. To date, it has not focussed on real-time and embedded system concerns.
For embedded systems we do find some work on component based OSs. These include: MMLite [15], Pebble [13], Pure [3], eCOS [8], icWorkshop [18] and 2K [20]. However, these might be considered first generation systems and have focused on building the components themselves with a substantial and fixed infrastructure. These systems offer very little or no analysis tools and, for the most part, minimal configuration support. For more details on these systems see [12].

Using components in focused domains has been successful. For example, there are tools and components for building avionics systems. There are also systems for creating network protocols such as Coyote [5], the click modular router [25], and Ensemble/Nuprl [21]. The success of these systems lies in the ability to focus on a specific area. This permits better control over problems such as understanding dependencies and avoiding the explosion of the numbers and variants of components.

To date, the closest system to match our goals is the MetaH [43] system. This system consists of a collection of tools for the layout of the architecture of an embedded system and its reliability and real-time analysis. The main differences from our work include MetaH begins with active tasks as the components, assumes an underlying real-time OS, and has limited dependency checking. In contrast we propose to first create passive components (collections of code fragments, functions and objects) and then map those onto runtime structures, and we also focus on adding key dependency checks to address cross cutting dependencies among composed code.

7 Summary

The number of embedded systems and processors are growing far faster than workstations. Many of these systems are composed of networks of processors, sensors, and actuators. Software for these systems must be produced quickly and reliably. The software must be tailored for a particular application/product. A collection of components must interoperate, satisfy various dependencies, and meet non-functional requirements. These systems cannot all be built from scratch. A goal of our toolkit is to substantially improve the development, implementation and evaluation of these systems. The toolkit focuses on using language independent notions of aspects to deal with non-functional properties, and is geared to embedded system issues that include application domain specific code, middleware (if any), the OS, and the hardware platform. Our toolkit could have beneficial impact on products from smart toasters, to set top boxes, Internet appliances, defense systems, and avionics.
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Abstract. This paper discusses challenges and opportunities in embedded system and software design. The key thesis of the paper is that embedded computing applications create fundamentally new challenges for software technology that require new ideas and approaches. The paper reviews two of the new challenges, physicality and its effects on change management. The discussion on the impacts of these challenges focuses on key components of integrated development environments, representation, synthesis and analysis, and generator technology.

1 Introduction

One of the fundamental trends in information technology is the rapidly expanding integration role of computing in physical systems. From airplanes to automobiles and from manufacturing systems to appliances, interaction and coordination of physical components increasingly involves computing. In these, so called embedded computing applications, larger and larger part of the software gets involved in closed-loop, tight interactions with physical processes. The role of the embedded software is to configure and control the operation of programmable computing devices so as to meet physical requirements at their sensor-actuator interfaces. Tight integration of physical processes with information processing has a profound impact on the complexity of embedded software and system design.

Is there any essential difference between embedded software development and software development in general? While no one argues that embedded software is much harder to design, the source and effects of differences have not been investigated well in the past. The most frequently mentioned differentiators, such as hardware closeness, domain specificity or the need of real-time response, capture only some, albeit interesting attributes of embedded software. However, these arguments do not explain the wholesale problems with large-scale embedded software experienced in almost all application fields, ranging from aerospace through medical to automotive applications. Reported problems with large embedded software systems suggest existing software design techniques are not suitable for building large embedded software systems. The differences are fundamental, which require a full rethinking of basic principles.

The goals of this paper are to discuss new challenges embedded software brings about to researchers and developers, and to examine the impact of these new
challenges on key aspects of Integrated Development Environments (IDE). Our primary emphasis is on the hard problems of creating domain specific IDE-s for embedded system and software. The examples for possible solutions are based on experience gained from the Model Integrated Computing effort at the Institute of Software Integrated Systems (ISIS) at Vanderbilt University [1].

The outline of the paper is the following: In Section 2, we discuss “Physicality” “Constraints and Change” as fundamental discriminators in embedded software design. Section 3 summarizes the unique requirements toward IDE-s. In Section 4, we discuss the problems of domain specific representations in IDE-s. Section 5 summarizes the problems of integrating analysis and synthesis tools in domain specific environments. In Section 6, we give a brief overview of the role of generators in creating domain specific IDE-s

2 Challenges of Embedded Software Development

The key discriminator of embedded computing is its tight integration with physical processes. Tight integration means that computing becomes direct part of physical interactions. In the following, we will summarize the most important consequences of this interaction on the design of embedded software.

2.1 Physicality of Embedded Software

Embedded computers are surrounded by physical processes: they receive their inputs from sensors and send their outputs to actuators. Accordingly, embedded computing devices, viewed from their sensor and actuator interfaces, act like physical processes, with dynamics, noise, fault, size, power and other physical characteristics. The role of the embedded software is to “configure” the computing device so as to meet physical requirements.

In non-embedded software, logical correctness of the computations is the primary requirement. Physical properties of their execution on a particular computing device are considered secondary or non-essential. Since most of the computer applications in the past were non-embedded, software technology has evolved with an emphasis on the logical correctness of increasingly complex applications. Introduction of higher levels of abstractions and functional composition in languages have proved to be effective. The best concepts of modern software component technologies such as procedural abstraction, objects (i.e. data abstraction, information hiding, and polymorphism), design patterns, and architectural abstractions (i.e. components and connectors) enable rapid functional composition and result in significant productivity increase.

In embedded software, logical correctness is insufficient. An embedded software component, whose logical behavior is defined in some computer language, is “instantiated into” a physical behavior on a computing device. The instantiation of logical behavior into physical behavior is complicated by the following factors:
1. Detailed physical characteristics of the devices involved (physical architecture, instruction execution speed, bus bandwidth, etc.) are required.

2. Modern processor architectures introduce complex interactions between the code and essential physical characteristics of the device (speed, power dissipation, etc.)

3. Lower layers of typical software architectures (RTOS scheduler, memory managers, middleware services) strongly interact with application code in producing the net physical behavior.

4. Physical properties of components interfere due to the use of shared resources (processors, buses, physical memory devices, etc.)

It is not surprising that using current software technology, logical/functional composability does not imply physical composability. In fact, physical properties are not composable, rather, they appear as cross-cutting constraints in the development process. The effects of cross-cutting constraints can be devastating for the design. Meeting specifications in one part of the system may destroy performance in others, and, additionally, many of the problems will surface at system integration time. Consequently, we need to change our approach to the design of embedded software: productivity increases must come from tools that directly address the design of the whole system with its many different physical, functional and logical aspects.

### 2.2 Constraints and Change in Embedded Software

Physicality is only one of the consequences of the rapidly growing integration role of embedded computing in physical systems. The other, perhaps less obvious result of this trend is the increasing challenge of achieving flexibility via software.

A common assumption in systems engineering is that embedded software will lend flexibility to physical platforms because software is easy to modify. Unfortunately, when embedded computing is used as “universal integrator” in systems, this assumption becomes invalid. The reasons are the following:

1. Software is designed with the goal of achieving an overall behavior in the integrated physical/information system by assuming specific characteristics and behaviors of the physical components.

2. Software components have implicit (e.g. architectural decisions) and explicit (e.g. parameters and models of physical components and processes) interdependencies with the embedding physical environment.

3. Deviations from nominal behavior in and among physical components are compensated for by computations.

It means that embedded software is the place where system-wide constraints tend to accumulate in a hidden fashion. The integrated system becomes rigid as a result of these accumulated constraints – which does not do anything with the ease of changing the software, as an implementation media. A particular difficulty of using current software technology in embedded systems is that languages do not support the
explicit representation of the rich interdependency among software and physical system components.

Flexibility is the result of careful design and not the byproduct of the implementation media. Flexibility can be achieved by solving a system wide constraint management problem: constraints need to be explicitly represented and effects of changes need to be propagated both in design time and run time.

3 Impacts on Integrated Development Environments

Tight integration of physical processes with information processing has profound impact on the complexity of embedded software and system design. The following challenges draw increasing attention from researchers and practitioners.

1. Composition is a key concept of modern software engineering in managing complexity. In embedded computing, where software is designed to achieve some required physical behavior, functional composition is not sufficient. Physical requirements, such as dynamics, jitter, noise, fault behavior, etc. appear as cross-cutting physical constraints, which are not composable along functional relations. One of the efficient approaches to address this problem is to establish composability on a higher level of abstraction. Instead of composing software on “code level”, embedded systems (including physical and information processing components) are modeled from different aspects, composition is expressed on the level of models, and the code is automatically generated from the composed models.

2. In embedded computing, the traditional separation of system and software design is not maintainable: predictability of the design requires integrated modeling and analysis of physical processes and information processing. Since modeling of physical and information processes are based on different mathematical and physical frameworks (physical processes are usually modeled with continuous dynamics, information processes are modeled with discrete dynamics and use strongly different models of time), the requirement for integrated modeling leads to new theoretical foundations in hybrid systems [2], and in hybrid models of computation [3].

3. The design of embedded systems is inherently domain specific. The embedding environment establishes a unique engineering context that determines the language of the design, the essential behaviors to be analyzed and the nature of the components to be assembled. While the benefits of Integrated Development Environments (IDE) in embedded computing and in system integration are well understood, the high cost of domain-specific IDE-s represents a significant roadblock against their wider application. We need technology for rapidly composing design environments from reusable components for the fraction of the cost today.
Model-based IDE-s have fundamental significance in embedded system and software development. They represent a strong departure from conventional programming languages and language-based software development environments. The difference is not only in the level of abstractions (model-based software development environments are gaining momentum via the increased use of UML and UML based code generators [4]), but also in the scope of modeling. Model-based IDE-s for embedded systems and software extend modeling to the entire system, including both physical and information system components.

In the following Sections we will discuss challenges and opportunities in creating model-based IDE-s for embedded systems.

4 Representation

One of the fundamental problems in integrated, domain specific modeling of physical processes and information processing is representation. We will consider the following two closely related issues in model representation: (a) the selection of modeling languages and (b) the integration of tools supporting the modeling process.

4.1 Modeling Languages

Selection of modeling languages has significant impact on the design process. Should we try to introduce a single, “unified” modeling language for integrated software and system modeling or should we use domain specific languages? The single language approach has substantial advantages compared to the domain specific languages: time saving in learning the language, cost saving in developing an efficient tool infrastructure, and all the collateral benefits coming with maturation: accumulated experience, portability of model assets, and increasing trust. These arguments drive several efforts in building system-level design languages, such as Modelica [5] or Rosetta [6].

However, there are compelling arguments in favor of using multiple, domain specific modeling languages as well. Domain specific modeling languages can adopt representation formalisms and modeling constructs of established engineering disciplines – there is no need to learn yet another unified language. Domain specific formalisms offer highly efficient constructs to capture design requirements and constraints, and thus the modeler does not have to “translate” the domain specific constructs into some generic notation at modeling time. Last but not least, in rapidly progressing fields, such as embedded computing, emergence of new modeling and analysis techniques drive the progress, which makes earlier modeling approaches (and investment in dedicated tools) obsolete.

The difficulties with domain specific modeling languages can be resolved by introducing a meta-modeling approach. Formally, a modeling language can be defined as a triplet of abstract syntax, concrete syntax, and interpretation:

\[ L = <A, C, I> \]
The abstract syntax: $A$ defines the concepts, relationships, integrity constraints and model composition principles available in the language. Thus the abstract syntax determines all the (syntactically) correct “sentences” (in this case models) that can be built. It is important to note, the $A$ abstract syntax includes semantic elements as well. The integrity constraints, which define well formedness rules for the models, are frequently called “static semantics”. The concrete syntax: $C$ defines the form of representation: visual, textual or mixed. Assigning syntactic constructs to the elements of the abstract syntax specifies the concrete syntax. The interpretation: $I$ defines the semantics: the meaning of the correct sentences expressed in the language. Formal specification of the semantics is a complex problem particularly in heterogeneous modeling languages. The common practice is to side step the problems and to define the semantics using English text or some semi-formal representations (see e.g. UML semantics [4]). A limited, but useful technique is to define semantics as a mapping between the abstract syntax $A$ of a modeling language $L$ and the abstract syntax $A'$ of another modeling language $L'$ having a well defined semantics $I'$, formally: $I: A \rightarrow A'$.

The precise definition of modeling languages requires the specification of all three components. It is important to note that decomposition of modeling languages to abstract syntax, concrete syntax and interpretation introduces significant flexibility: the same abstract syntax can be represented with multiple concrete syntax, and the same abstract syntax may have several interpretations. This flexibility is expected and widely used in the design of large-scale systems, where declarative modeling languages are used to describe the structure of systems and these structural models are mapped into various behavioral models using model interpretation.

Meta-modeling means the modeling of modeling languages by using meta-modeling languages. The relationships among meta- and domain specific modeling languages and meta-models and domain models can be seen in Figure 1 (more details can be found in [7]).

A domain-specific modeling language consists of domain-specific abstract syntax, concrete syntax, and interpretation(s): $L_D = <A_D, C_D, I_D>$. The syntactically and semantically correct sentences of $L_D$, which are built from instances of concepts and relationships defined in the abstract syntax of the domain $A_D$, and which also have a well-defined semantics in $I_D$, are the domain models. Similarly, a meta-modeling language $L_M = <A_M, C_M, I_M>$ consists of the abstract syntax used for defining (domain-level) modeling languages, the concrete syntax of those domain-language definitions, and their interpretation. The meta-models — the syntactically and semantically correct sentences of $L_M$, built from instances of concepts and relationships defined in the abstract syntax $A_M$, — define any arbitrary $L_D$ in terms of $<A_M, C_M, I_M>$. This implies that a meta-language should allow us to define abstract syntax, concrete syntax, and interpretation.

A meta-modeling language is a modeling language that is used to define other modeling languages. Because a meta-modeling language can also be considered a domain-specific modeling language (with the domain being that of “modeling languages”), it is desirable that the meta-modeling language be powerful enough to describe itself, in a meta-circular manner. This corresponds to the four layer meta-model language architecture used in UML [4] or in CDIF [8].
4.2 Modeling Tools

The meta-model language architecture requires two distinct sets of tools: tools for the meta-modelers and tools for the domain modelers. Both sets of tools include support for building the models (graphical model editors and constraint checkers that enforce well-formedness rules during modeling) and tools for storing and managing the models (model database). The relationships between these toolsets are shown in Figure 2.

The meaning (i.e. the semantics) of a meta-model is defined through a domain-modeling tool. The *interpretation* of the meta-model configures a generic domain modeling environment to support a domain-specific modeling language. The domain-specialized instance of the generic modeling environment allows only the creation of syntactically and semantically correct domain models, as defined by the meta-model. Interestingly, this principle and approach makes possible a very high degree of reuse in the modeling tools. The Vanderbilt Model Integrated Computing toolset uses the *same* generic modeling environment as the foundation tool for metamodeling and domain modeling. The main components of the environment (see Figure 2) are the meta-programmable Graphical Model Editor [9] and the Model Database, which adds persistent object storage to the modeling environment. The tool architecture supports meta-circularity: a meta-meta-model (defined by the meta-language) configures the environment to support metamodeling. Thus, the meta-modeling language can be modified, although this typically necessitates changes in the generic modeling environment as well.
Currently, the toolset uses the class diagram portion of the industry standard Unified Modeling Language (UML) [4] and the Object Constraint Language (OCL) [10] to facilitate meta-modeling. This choice was made for the following reasons: (a) the UML/OCL syntax and semantics are (reasonably) well defined [7], (b) UML/OCL is an OMG standard that enjoys widespread use in the industry, (c) tools supporting UML are widely available, and last but not least, (d) familiarity with UML class diagrams helps to mitigate the conceptual difficulty of the meta-modeling language architecture. It is important to note that adopting UML for meta-modeling does not imply any commitment to use UML as domain modeling language. Further details on meta-modeling can be found in [11].

The Vanderbilt toolset can be downloaded from the ISIS web site [12].

5 Synthesis and Analysis

Heterogeneity and physicality of embedded systems requires the application of different types of models in the design process. For example, embedded controllers for automotive applications are often designed by using continuous-time dynamic models (representing the plant dynamics), discrete-time synchronous dataflow models (representing the discretized control laws to be implemented), discrete state models...
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(representing the modality of the plant and the controller), software architecture models, hardware architecture models, power dissipation models, reliability models, fault models and possibly other models according to the requirements of the technology involved. These models are used by analysis and synthesis tools for understanding expected system behavior and for performing optimization and/or synthesis. A crucial point is that the models are not independent: they represent interdependent aspects of a complex design problem.

5.1 Integrated Modeling

*Integrated modeling* means that interdependency among different modeling aspects is explicitly represented and tracked during the modeling process. The meta-model language architecture described above provides significant help to do this: relationships among modeling views can be represented as relationships among meta-models. In simple cases, the interdependency among aspects can be captured as constraints on the abstract syntax specification of modeling languages. For example, the fact that a state variable $s$ in the discrete, finite state model of the plant corresponds to a discrete variable $d$ in the dynamic model of the control law can be represented with defining an equivalence relation between the two concepts in the corresponding meta-models. In more complex cases, where the relationship between two modeling aspects are based on overlapping semantics, the specification of interdependence may take the form of complex transformations among the models.

5.2 Tool Integration

Domain specific IDE-s typically include a suite of modeling, analysis and synthesis tools that use their individual modeling aspects in the integrated models (See Figure 3). Development of dedicated tool suites for the many different, domain specific, integrated modeling languages is not feasible.

Embedded system developers face the following tough choices: (a) They adopt an available tool suite and start using the modeling approaches and languages of the tools – even if those do not meet their needs. The obvious risks are to get locked in a modeling approach and to loose the ability to develop or adopt new emerging techniques. (b) Use different tools without integrated modeling, which costs a lot in terms of lost consistency across interdependent design aspects.

The situation is not better for tool vendors either. They are pushed toward adopting “unified” modeling approaches that may not fit to the modeling philosophy required by their analysis or synthesis techniques, or they face significant resistance in getting new modeling and analysis methods accepted by end-users, due to the cost of integration with existing tools suits.

The desired solution is the development of open tool integration frameworks that enable inexpensive insertion of new modeling, analysis and synthesis methods in domain specific IDE-s. Based on the Model-Integrated Computing approach and using elements of the MIC toolset, ISIS has developed and implemented a tool integration framework [13] shown in Figure 3. The core idea of the approach is to capture the shared (static) semantics among the tools with an Integrated Data Model,
which defines the schema for the Integrated Model Database. The Integrated Data Model is not simply the union of the data models of the integrated tools. It is designed to include all information, which is shared across the tools – possibly structured and expressed in a domain specific form. The Integrated Model Server provides semantic translation (in the sense of static semantics) between the Integrated Data Model and the data models of the individual tools. The Tool Adapters interface the internal representation form (the concrete syntax) of the tools to the Integrated Model Server. The Common Model Interface (CMI) defines a single protocol with a tagged, canonical data representation for the interaction between the Semantic Translators and their Tool Adapters. Introduction of the CMI greatly simplifies the implementation. The semantic translators are defined by using the meta-model language architecture of MIC: their specification is captured in terms of the relationship between the meta-model of the individual tools and the Integrated Data Model. Current work focuses on the automatic generation of the semantic translators from their specification. Details of implementation and application experiences are also reported in [13].

Fig. 3. Tool Integration Architecture
6 Generators

An important task for the Model-Integrated Computing technology is the generation of embedded systems from domain models. Since embedded systems frequently consist of many physical and software components their automated generation is a complex problem. Usually, a variety of artifacts, such as parameters or configurations of hardware and software components, component structure specification, glue code, etc. have to be generated using information in the integrated models.

Using a generative approach in system building is based on the recognition that typical programming languages are not suitable for capturing all the engineering issues that arise when implementing embedded systems, however, the mapping between domain specific models and specific “software” artifacts that go into the final product, is clearly understood. The task of a software generator is to facilitate this mapping in a computational form.

Generative programming [14] is a technique that supports the rapid, yet verifiable construction of software systems for specific domains, by identifying the language of the problem space (i.e. the domain), the elements of the solution space (e.g. the execution environment), and the relationship between the two, that is captured in a software tool: the generator. The generator incorporates all the “configuration knowledge”: best practices, construction rules, optimizations, cross-cutting dependencies that are often exist only the head of very experienced software engineers. Undoubtedly, in embedded system development these relationships are even more complex, and arguably it may even be impossible for humans to keep track of them without tool support. All these dependencies will eventually influence the constituents of the final product: parameterized hardware and software modules, communication protocols and scheduling policies used, etc. If this influence is clearly understood, it can be captured once in the form of a generator, and then reused across many applications.

In the most general sense, generators implement a transformation engine that transliterates the artifacts of the input problem space (i.e. models) into artifacts of the target solution space (e.g. configurations files, code fragments, etc.) as shown on Figure 4. Generators are different from compilers in that their output is only rarely executable code, but they may perform quite sophisticated analysis and synthesis tasks on the input during generation. However, the input and the output of the rewrite engine can easily be represented as some sort of graph data structure (which offer a richer capabilities than trees typically used in compilers). If the input models are stored as networks of objects (like in the Vanderbilt modeling tools), than the input to the generator is trivial, otherwise the model text needs to be parsed and a graph built. Similarly, the output of the rewriting engine is a graph, which is constructed during the rewriting process, and which is being “printed” into the final target form.

These observations suggest that generators can be constructed using a model-based approach by modeling the “input language” and the “output language” of the engine, and the mapping implemented by the engine, and then synthesizing the generator’s from these models.
The input language for the generators is defined by the meta-model of the domain specific modeling language (i.e. by its abstract syntax). Although the required outputs are highly problem and platform specific, in a large category of problems the generators translate the domain models into a well formed output model, which can also be defined in terms of their meta-model. Clearly, the tool integration architecture described above is one example for the extensive use of model-based generators. The semantic translators used there were designed and implemented by using an early manifestation of this model-based generator technology [13].

The second important category of applications of model-based generators is the assignment of dynamic (or execution) semantics to domain models. As it was mentioned before, a somewhat limited, but useful technique to define dynamic semantics is to provide the $I: A \rightarrow A'$ mapping between the abstract syntax $A$ of a modeling language $L$ and the abstract syntax $A'$ of another modeling language $L'$ with a well defined dynamic semantics. In this case, the interpretation of $L$ is defined as the composition of $I$ and $I'$. (For example, the execution semantics of a hierarchical dataflow modeling language may be defined by specifying its mapping on a synchronous dataflow computational model, such as given in [2].) This mapping can also be implemented by using the model-based generators technology of MIC.

The model-based development of translators is centered on modeling what the rewriting engine does. In [13] an approach based on the traversal-visitor pattern was employed. A high-level language captured the traversal sequences what the rewriting engine uses to visit the nodes of the input graph, and an imperative approach was used to construct the output graph. The technique demonstrated increase in programmer productivity, but it did not lend itself well to the formal analysis of the translation mapping (which is needed when properties of translators are to be verified). On-going research projects investigate the use of techniques based on graph rewriting.

Fig. 4. Generator Architecture
7 Conclusion

Embedded systems are the most aggressively growing applications of computing. The design technology for embedded systems is significantly different from both “pure” software design and systems design, which creates major challenges for researchers and practitioners. Typically, a number of formal domain-specific modeling languages are needed for the precise specification and efficient design and implementation of embedded systems. The meta-model language approach to the specification of domain-specific modeling languages and modeling environment generation has several advantages. By specifying the entities, relationships, attributes, and constraints at the meta-modeling level, the domain specific modeling languages can be described with mathematical precision, can be safely evolved over time, and can be used to configure a generic modeling environment for use in designing embedded systems within a particular domain. Once configured, the domain modeling environment ensures valid model creation through the use of constraint specifications obtained from the meta-model, enforcing the formal static semantics of the domain at model editing time. Furthermore, if the meta-model captures the specification of the mapping of domain models into the “instruction-set” of an execution platform, it can be used to automatically synthesize a transformation engine to facilitate that mapping.
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Abstract. We introduce a task model for embedded systems operating on packet streams, such as network processors. This model along with a calculus meant for reasoning about packet streams allows a unified treatment of several problems arising in the network packet processing domain such as packet scheduling, task scheduling and architecture/algorithm explorations in the design of network processors. The model can take into account quality of service constraints such as data throughput and deadlines associated with packets. To illustrate its potential, we provide two applications: (a) a new task scheduling algorithm for network processors to support a mix of real-time and non-real-time flows, (b) a scheme for design space exploration of network processors.

1 Introduction

The need for intelligent and flexible network packet processing at high data rates, required by many emerging applications, have led to the development of a new class of devices called network processors (NPs). NPs are highly programmable dedicated processors optimized to perform packet processing functions, and will become critical components of next-generation networking equipments. Although there is a wide variety of application areas that are addressed by NPs, their task can generally be viewed as manipulation of packets. These include packet processing tasks (such as classification, forwarding, “deep” packet analysis, data stream manipulation, security, TCP termination, etc.) and traffic management tasks (such as bandwidth management, load balancing, admission control, etc.).

The functionality of an NP and hence its architecture and implementation depend to a very large extent on its placement in the Internet hierarchy. Those deployed in the access network are usually required to support a wide and varied range of packet processing functions, but at relatively low data rates (of around 100 Kbps per end-user for standard networks and 1-10 Mbps for networks based on emerging technologies like DSLs), and hence are ideal for a largely software based implementation. NPs placed in core or backbone networks have to handle...
much higher data rates (in the range of several Gbps) which therefore restricts their processing capabilities. In this case many core functionalities are implemented in software on a general purpose processor and other operations are delegated to dedicated coprocessors.

Irrespective of the type and functionality of an NP, because of flexibility reasons, software forms an integral part of it. In this direction, very recently several papers proposed different software architectures for flexible and configurable routers which can easily be programmed and extended to support new functionality rather than only routing packets (see [14,16] and the references therein). However, till date there has been no formal and unified study of this subject. All the previous papers dealt with this topic mainly from a software engineering perspective. There is a large body of literature on packet scheduling, but network processing is much more than that. In this paper we attempt to initiate a formal study of packet processing devices such as NPs. As a first step in this direction, we outline a framework for embedded systems operating on packet streams and based on it provide a unified treatment of some problems arising in this area. Our framework is motivated to some extent by some recent models used in packet scheduling (such as [7,12]) and primarily consists of

- a task and resource model for network processors and
- a calculus which allows to reason about packet streams and their processing.

As an application of the above, we consider two examples: the first is that of task scheduling in an embedded packet processor, and the second is related to hardware-software interactions where we illustrate the potential of our model and calculus for estimating delays and memory requirements in the context of a design space exploration of NPs. The next two sections introduce our model and the calculus, following which we describe the two examples of scheduling and design space exploration in Sections 4 and 5.

2 Model of Computation for Packet Processing

Our model for describing typical task structures and their mapping to hardware and software resources is not very different from the specification of conventional real-time systems, see e.g. [9]. Nevertheless, there are some notable differences, for example the way in which the capabilities of processing devices and sequences of events or packets are specified. These form the basis of the described unification of models for, for example packet and task scheduling.

It may be noted that here we will define a basic model only. Depending on the particular design task and the envisioned level of abstraction, additional information can easily be added.

**Definition 1 (Task Structure).** The task structure of a network processor consists of a set of flows \( f \in F \) and a set of tasks \( t \in T \). To each flow \( f \) there is associated a connected, directed and acyclic task graph \( G(f) \). It consists of a set of task nodes \( T(f) \subseteq T \) and a set of directed edges \( E(f) \subseteq T(f) \times T(f) \). Each task graph has a unique source node \( s(f) \in T(f) \) having no incoming edges.
Figure 1 shows a relatively simple task structure of a sample NP that will be used throughout the paper. There are twenty five tasks (denoted by $t$) which perform general packet processing functions and operations dedicated to encryption/decryption and voice processing. Depending on the flow to which a packet belongs, different sequences of tasks are executed, see the dotted lines. In the above terminology, we have five flows $f \in F$ and the corresponding task graphs $G(f)$ are simply chains.

![Diagram of task graph](image)

**Fig. 1.** Example of a task graph corresponding to a simple network processor, see Definition 1.

In addition to the above definition of the basic task structure, it is useful to define a simple resource model consisting of a set of computing resources which are able to execute the tasks defined in the task structure.

**Definition 2 (Resource Structure).** Given a set of resources $s \in S$, the function $\text{cost} : S \rightarrow \mathbb{R}_{\geq 0}$ denotes the (relative) cost of the corresponding resource. The mapping relation $M \subseteq T \times S$ defines possible mappings of tasks $t \in T$ to resources, i.e. if $(t, s) \in M$ then $t$ can be executed on $s$.

In order to enable a performance analysis of the above defined resource structure, we now introduce some additional functions.

**Definition 3 (Timing Properties).** To each flow $f \in F$ there is associated an end-to-end deadline $d : F \rightarrow \mathbb{R}_{\geq 0}$. If a task $t$ can be executed on a resource $s$, then it creates a “request”, i.e. for all $(t, s) \in M$ there exist a request $w(t, s) \in \mathbb{R}_{\geq 0}$.

The above definitions can be interpreted as follows: To each flow $f$ there is associated a set of tasks $T$. If a packet belonging to this flow arrives at the processing device, the tasks corresponding to the flow are executed respecting the
partial order defined by the edges. To each of these packets there is associated a (possibly infinite) end-to-end deadline \( d(f) \). The execution of the complete task graph corresponding to the packet must be finished within at most \( d(f) \) time units after the packet arrival. The resource nodes \( s \) denote the available computing resources. If a task is executed on a computing resource, it creates a request \( w \), for example measured in number of instructions.

As an example, Figure 2 shows a part of the resource structure of our simple network processor. Only five of the eight resource nodes \( s \in S \) and four of the twenty five tasks \( t \in T \) are shown along with their associated costs \( \text{cost} \), mapping relations \( (t, s) \in M \) and requests \( w(t, s) \).

![Resource Structure Diagram](image)

**Fig. 2.** Example of a resource structure as defined in Definition 2.

Associated to each flow are also some arrival curves modelling the incoming event/packet sequences, and to each resource some service curves modelling its processing capabilities; details of these will be described in the next section.

The above model abstracts important properties of a task structure or resource structure such as communication nodes, interconnection structure, memory or data nodes, power consumption, cost functions and bandwidth requirements. It should be obvious that the model can easily be extended. Finally, it may be noted that the above model closely resembles the one that was used for a design space exploration of hardware/software architectures in [6].

### 3 Modeling Discrete Event Streams and Systems

#### 3.1 Basic Models

Traditionally event streams are modeled statistically. Methods that have been applied are well known in the area of queuing theory. However, If we are interested in hard bounds instead of failure probabilities, it is more suitable to use a more appropriate characterization of discrete event models and systems.
In order to unify the methods commonly used in the domain of communication networks with those used in operating systems and real-time scheduling, we adopt the concept of arrival curves and service curves, see [12]. Recently, this approach has been formalized [7] and put into a network theory context based on a linear algebra for discrete event systems, see e.g. [3]. This approach has also been used to derive efficient packet scheduling algorithms, see e.g. [1].

**Definition 4 (Arrival and Service Function).** An event stream can be described by an arrival function $R$ where $R(t)$ denotes the number of events that have arrived in the interval $[0,t)$. A computing resource can be described by a service function $C$ where $C(t)$ denotes the number of events that could have been served in the interval $[0,t)$. Depending on the context in which these functions are used, the number of events may model the number of packets, the number of bytes or the number of instructions to be performed. Obviously, the functions $C(t)$ and $R(t)$ are non-decreasing and can be used to accurately describe the incoming events and the processing capabilities. The abstraction used in this paper is based on deterministic bounds on the corresponding behavior.

**Definition 5 (Arrival and Service Curves).** The upper and lower arrival curves $\alpha^u(\Delta)$, $\alpha^l(\Delta) \in \mathbb{R}^\geq 0$ of an arrival function $R(t)$ satisfy  
$$\alpha^l(t-s) \leq R(t) - R(s) \leq \alpha^u(t-s) \quad \forall s,t : 0 \leq s \leq t$$

The upper and lower service curves $\beta^u(\Delta)$, $\beta^l(\Delta) \in \mathbb{R}^\geq 0$ of a service function $C(t)$ satisfy  
$$\beta^l(t-s) \leq C(t) - C(s) \leq \beta^u(t-s) \quad \forall s,t : 0 \leq s \leq t$$

Similar functions have been used in network calculus [7] and its applications in hard real-time systems, see [23, 24, 29]. Therefore, we will not repeat those results here. However, it may be useful to note a simple interpretation of the above definitions. The values $\alpha^l(\Delta)$ and $\alpha^u(\Delta)$ can be interpreted as the minimum and maximum number of events arriving within any time interval of length $\Delta$, respectively. Therefore, given $R$, the corresponding curves can be computed using $\alpha^l(\Delta) = \min_{u \geq 0} \{ R(\Delta+u) - R(u) \}$ and $\alpha^u(\Delta) = \max_{u \geq 0} \{ R(\Delta+u) - R(u) \}$. In a similar way, the service curves $\beta^l(\Delta)$ and $\beta^u(\Delta)$ can be interpreted as the minimum and maximum available computing service within any time interval of length $\Delta$, respectively. Therefore, given the service function $C$, we have $\beta^l(\Delta) = \min_{u \geq 0} \{ C(\Delta+u) - C(u) \}$ and $\beta^u(\Delta) = \max_{u \geq 0} \{ C(\Delta+u) - C(u) \}$.

Figure 3 shows examples of upper and lower arrival curves and service curves. Referring to the task and resource structures defined in Section 2, we can now extend the characterization of flows and resource nodes by the above defined curves.

**Definition 6 (Curves and Flows).** To each flow $f$ there are associated upper and lower arrival curves $\alpha^u(\Delta)$ and $\alpha^l(\Delta)$, respectively. To each resource $s$ there are associated upper and lower service curves $\beta^u(\Delta)$ and $\beta^l(\Delta)$, respectively.
Fig. 3. The left hand side shows an arrival function that has been generated from a finite size exponentially distributed event sequence with mean 1. The right hand side may model a service curve from a resource node that processes 1 event per time unit in the interval \([0, 2]\), only \(1/2\) a unit in \([2, 4]\) (e.g. because of a processor share with another task), has no computing capability in \([4, 5]\) (e.g. because of an interrupt handler), and can process 2 events per time unit starting from time 5.

In order to understand the processing of event streams using resource nodes, we start with a simple unit receiving only one event stream, see also [23], [24] and [29]. In this case, the number of events is supposed to denote the computation request of the incoming stream.

**Definition 7 (Function Processing).** Given a resource node \(s\) with its corresponding service function \(C(t)\) and an event stream described by the arrival function \(R(t)\) being processed by \(s\), we then have

\[
C'(t) = C(t) - R'(t)
\]

\[
R'(t) = \min_{0 \leq u \leq t} \{ R(u) + C(t) - C(u) \}
\]

where \(C'(t)\), \(R'(t)\) denote the remaining service function of the resource node and the amount of computation delivered to the processed event stream, respectively.

The first equation just states, that the remaining amount of computation \(C'(t)\) (for example in terms of the number of instructions) available until time \(t\) is the initial amount reduced by the amount spent for the processed events. In order to understand the meaning of the second equation, note that \(R'(t)\) is the maximum value that satisfies \(R'(t) - R(u) \leq C(t) - C(u)\) for any \(u \leq t\). The left hand side denotes the number of events that arrived after time \(u\) and are processed before time \(t\). This is clearly smaller than the available computing resource in the interval \([u, t]\).

Figure 4 shows the processing network view of a simple resource node. As we are interested in the processing of whole classes of input streams, we will now describe the processing of event streams in terms of the upper and lower curves.
These results substantially generalize and sharpen the bounds obtained in [29], as both lower and upper bounds are involved.

**Proposition 1 (Curve Processing).** Given an event stream described by the arrival curves $\alpha_l(\Delta)$ and $\alpha_u(\Delta)$ and a resource node described by the service curves $\beta_l(\Delta)$ and $\beta_u(\Delta)$, then the following expressions bound the remaining service function of the resource node and the arrival function of the processed event stream:

$$\alpha_l'(\Delta) = \min_{0 \leq u \leq \Delta} \{ \alpha_l(u) + \beta_l(\Delta - u), \beta_l(\Delta) \}$$

$$\alpha_u'(\Delta) = \min_{0 \leq u \leq \Delta} \{ \max_{v \geq 0} \{ \alpha_u(u + v) - \beta_l(v) \} + \beta_u(\Delta - u), \beta_u(\Delta) \}$$

$$\beta_l'(\Delta) = \max_{0 \leq u \leq \Delta} \{ \beta_l(u) - \alpha_u(u) \}$$

$$\beta_u'(\Delta) = \max_{0 \leq u \leq \Delta} \{ \beta_u(u) - \alpha_l(u) \}$$

Figure 4 shows the application of Proposition 1 to the lower and upper arrival and service curves given in Figure 3.

Using well known results from the area of communication networks, see e.g. [1], the bounds derived in Proposition 1 can be used to determine the maximal delay of events and the necessary memory required to store waiting events. The number of events still waiting to be processed at time $t$ is $R(t) - R'(t)$. The delay that an event entering the resource node at time $t$ will experience can be given by $d(t) = \min \{ \tau \geq 0 : R(t) \leq R'(t + \tau) \}$. The following two equations give bounds on both quantities:

$$d(t) \leq \max_{u \geq 0} \{ \min_{\tau \geq 0} \{ \alpha_u(u) \leq \beta_l(u + \tau) \} \}$$

$$R(t) - R'(t) \leq \max_{u \geq 0} \{ \alpha_u(u) - \beta_l(u) \}$$

In other words, the delay can be bounded by the maximal horizontal distance between curves $\alpha_u(\Delta)$ and $\beta_l(\Delta)$ whereas the backlog is bounded by the maximal vertical distance between them.
In [23,24] it has been shown that the above event model generalizes some recent attempts to describe bursty tasks in real-time systems, e.g. [21,4]. In addition, the above bounds lead to schedulability tests which are equivalent to those known in case of fixed priority and earliest deadline first scheduling, e.g. [18,17,2].

Based on these results, we can now formulate different problems in the network packet processing domain on a unified basis. As a simple illustration of the above results we consider a fixed priority scheme in the next subsection.

3.2 Simple Processing Network

Following our main approach, to investigate the effect of a scheduling algorithm, we represent the “scheduling block” in the form of a network consisting of nodes which operate on event streams. In addition, there are (virtual) resource streams which model the available resources, see Figure 4. This way, it is possible to describe and analyze packet scheduling, task scheduling and hierarchical approaches. As a simple example, we consider a fixed priority scheme.

Let us start from the models defined in Definitions 1 to 5. In case of a fixed priority scheme, let us suppose that there is a set of flows $f_1, ..., f_n$ with associated event streams $R_1(t), ..., R_n(t)$ ordered according to decreasing priority, i.e. $R_1(t)$ has highest priority. In addition, for each event of flow $f_i$, a task $t_i$ must be executed on one resource $s$ with associated request $w(t_i, s)$ or $w_i$ in short. The event stream associated to a flow $f_i$ is described by arrival curves $\alpha_i^u(\Delta)$ and $\alpha_i^l(\Delta)$. The resource node $s$ is characterized by the service curves $\beta_i^u(\Delta)$ and $\beta_i^l(\Delta)$.

Because of the fixed priority scheme, the resource stream serves the flows in the order of decreasing priority by the use of Definition 7 and Proposition 1. In order to have compatible units, we first have to multiply the arrival functions and arrival curves with the request for each event, namely $w_i$. Correspondingly, the request stream leaving the resource must be divided by $w_i$. If a unit using these events or packets can start only when the whole task has finished on the
preceding unit, we need to apply the floor-function to the outgoing streams, i.e. \( R_i'(t) = \lfloor R_i(t)/w_i \rfloor \). In a similar way, the outgoing arrival curves are transformed according to \( \alpha_i^u(\Delta) = \lceil \alpha_i^u(\Delta)/w_i \rceil \) and \( \alpha_i^l(\Delta) = \lfloor \alpha_i^l(\Delta)/w_i \rfloor \). These curves correctly bound \( R_i(t) \) as one can show that \( \lfloor a \rfloor - \lfloor b \rfloor \leq \lfloor a - b \rfloor \) and \( \lceil a \rceil - \lceil b \rceil \geq \lceil a - b \rceil \). In addition to the relations shown in Proposition II (which hold for all flows \( 1 \leq i \leq n \)), we have the following equations which describe the processing of event streams using fixed priority scheduling with preemption:

\[
\alpha_i^u(\Delta) = w_i \cdot \alpha_i^u(\Delta), \quad \alpha_i^l(\Delta) = w_i \cdot \alpha_i^l(\Delta)
\]

\[
\overline{\alpha}_i^u(\Delta) = \lceil \alpha_i^u(\Delta)/w_i \rceil, \quad \overline{\alpha}_i^l(\Delta) = \lfloor \alpha_i^l(\Delta)/w_i \rfloor
\]

\[
\beta_i^u(\Delta) = \beta_i^u(\Delta), \quad \beta_i^l(\Delta) = \beta_i^l(\Delta) \quad \forall 1 < i \leq n, \quad \beta_i^u(\Delta) = \beta_i^u(\Delta), \quad \beta_i^l(\Delta) = \beta_i^l(\Delta) \quad \forall 1 < i \leq n
\]

Finally note, that the remaining resource service \( \beta_i'(\Delta) \) can be used to service other flows with a different scheduling scheme in a hierarchical manner. The event streams \( \overline{R}_i'(t) \) can enter further resource nodes which are responsible for executing other tasks \( t \in T \) or for performing link scheduling.

In a similar way, one could also describe other scheduling schemes such as Generalized Processor Sharing, Weighted Fair Queueing, First Come First Served and Earliest Deadline First. As it has also been pointed out in the context of communication networks [8], the determination of accurate bounds in these cases is still an active area of research.

Using the results described in the previous section, we can also bound the delay caused by the processing and the necessary memory in terms of the number

![Fig. 6. Diagram showing a processing network for the processing of a set of event streams by a resource node using fixed priority preemptive scheduling.](image-url)
packets waiting to be processed. These quantities can be used to determine the necessary memory inside a network processor and the worst-case delay which packets might experience. An application of this technique will be described in Section 5.

4 Task Scheduling in Network Processors

As a first application of the models described in the last two sections, we consider the problem of task scheduling in an NP where different packet processing functions are implemented as programs running on a general-purpose processor. A detailed formal description of the problem is given below; essentially the problem is to schedule the CPU cycles of the processor to process a mix of real-time and non-real-time packets such that all real-time packets meet their deadlines and the non-real-time packets experience the minimum processing delay. There has not been much work on issues related to task scheduling in software-based routers/NPs (see [27]), and most of the previous work on scheduling a mix of real-time and non-real-time tasks is based on CPU reservations (see [5] and the references therein). Our algorithm in this section is on the contrary based mainly on Earliest Deadline First scheduling, and is motivated by algorithms for scheduling a mix of periodic and aperiodic tasks (see [10] and the references therein) and approaches used for packet scheduling (such as [12]).

4.1 Scheduling a Mix of Real-Time and Non-real-Time Flows

Given a set of flows $F$, we consider it to be composed of two disjoint subsets $F_{RT}$ and $F_{NRT}$. All flows $f_i \in F_{RT}$ are real-time flows having finite end-to-end deadlines $d(f_i)$ (see Definition 3). For each packet of $f_i$ the execution of the corresponding task graph $G(f_i)$ must complete within $d(f_i)$ time units after the arrival of the packet. Real-time flows might represent traffic such as voice or video streams. Flows belonging to $F_{NRT}$ have no time constraints (i.e. they have infinite deadlines) and are used to model packet streams corresponding to bulk data transfers such as FTP; we refer to these flows as non-real-time flows. We assume each real-time flow $f_i$ to be constrained by an upper arrival curve $\alpha_u^i$. The processing cost of each packet of a flow $f_k$ (both real-time and non-real-time) on a single resource $s$ (the CPU) is denoted by $w(f_k)$, where $w(f_k) = \sum_{t \in T(f_k)} w(t, s)$ (see Definitions 1 and 3).

The objective of our scheduling algorithm is multi-fold: (i) to guarantee that all real-time packets meet their associated deadlines, (ii) that the non-real-time packets experience the minimal possible delay, and (iii) we associate with each non-real-time flow $f_j$ a weight $\phi_j$ and require that the remaining CPU power, given by the lower service curve $\beta'_l$, after processing all real-time flows is divided among the non-real-time flows in proportion to their corresponding weights i.e. the number of CPU cycles on the average allocated to flow $f_j$ is $\frac{\phi_j}{\sum_{f_k \in F_{NRT}} \phi_k} \beta'_l$. This offers the provision for allocating different non-real-time flows a relative importance.
A new task scheduler based on a hierarchy of WFQ and EDF.

An overview of our scheduling algorithm meeting the above mentioned goals is given in Figure 7. It is composed of a Weighted Fair Queuing (WFQ) scheduling algorithm organized in a hierarchical fashion with an Earliest Deadline First (EDF) scheduler on the top. A WFQ scheduler is based on the Generalized Processor Sharing (GPS) scheduling algorithm and guarantees that the relative share of the CPU bandwidth among the non-real-time flows follows the proportions dictated by the respective weights associated with them. $F_1, \ldots, F_n$ indicate packet queues (which are filled by the packet classifier) corresponding to the different flows, some of which are real-time and the rest being non-real-time. $PPF_1, \ldots, PPF_n$ denote chains of packet processing functions corresponding to the different flows (as shown in Figure 1).

Given the upper arrival curve $\alpha_{u_i}$ of each real-time flow $f_i$, we can compute the processor demand resulting from the set of all real-time flows $F_{RT}$. Towards this, for each $\alpha_{u_i}$ we compute a curve $\overline{\alpha_i}$ given by

$$
\overline{\alpha_i}(\Delta) = \begin{cases} 
0 & \text{if } \Delta \leq d(f_i) \\
 w(f_i)\alpha_{i}(\Delta - d(f_i)) & \text{otherwise}
\end{cases}
$$

The processor demand by the set of all real-time flows $F_{RT}$ within any time interval of length $\Delta$ if all packets have to meet their associated deadlines is then given by a curve $\alpha_{RT}(\Delta) = \sum_{f_i \in F_{RT}} \overline{\alpha_i}(\Delta)$. It is possible to prove (using arguments similar to those given in [1]) that the set of real-time flows $F_{RT}$ is preemptively schedulable on a single processor (such that all packets meet their respective deadlines) if and only if $\beta^l(\Delta) \geq \alpha_{RT}(\Delta)$ for all $\Delta \geq 0$, where the lower service curve $\beta^l$ is as described in Definition 5. This schedulability test can form the basis for admission control for real-time flows. Now we are in a position to state our algorithm.

Given the set of real-time flows and a lower service curve $\beta^l$, we first compute the curve $\alpha_{RT}$ as described above and a curve $\alpha_{NRT}$ which is defined as $\alpha_{NRT}(\Delta) = \min_{t \geq \Delta} \{\beta^l(t) - \alpha_{RT}(t)\}$. The WFQ scheduler shown in Figure 7 computes an ordering of the non-real-time packets according to which they should be processed to respect their relative CPU reservations.
For each packet selected by the WFQ scheduler for processing, if the packet belongs to flow $f_i$ and has a processing requirement of $w(f_i)$ then it is assigned a deadline $d(f_i) = \min\{\Delta : \alpha_{NRT}(\Delta) \geq w(f_i)\}$. Obviously, at any instant of time there is exactly one non-real-time packet that is processed and is assigned a deadline according to the scheme just described. The top level EDF scheduler preemptively schedules this packet along with all the real-time packets (which already have associated deadlines) according to the earliest deadline first scheduling strategy.

**Proposition 2 (Schedulability).** If the set of real-time flows is preemptively schedulable (i.e. there exists some scheduling algorithm using which all real-time packets can be processed within their respective deadlines) then our algorithm also schedules the real-time flows such that all deadlines are met.

**Proof.** If $d(f_i)$ is the deadline associated with the non-real-time packet having a processing requirement of $w(f_i)$, then for this packet along with all the real-time flows to be schedulable, the following must hold:

$$\beta_l(\Delta) \geq \alpha_{RT}(\Delta) + w(f_i), \quad \forall \Delta \geq d(f_i)$$

which is equivalent to requiring that

$$w(f_i) \leq \beta_l(\Delta) - \alpha_{RT}(\Delta), \quad \forall \Delta \geq d(f_i)$$

The above condition is obviously satisfied if

$$w(f_i) \leq \min_{\Delta \geq d(f_i)} \{\beta_l(\Delta) - \alpha_{RT}(\Delta)\}$$

Hence the proposition follows.

The above scheduling algorithm is preemptive, meaning that the processing of each packet can be preempted at any stage of its task graph and then resumed later. In general such arbitrary preemptions might be costly for any practical implementation, and the only allowable preemption points might be at the end of each node of the task graph (i.e. a packet processing can not be preempted in the middle of executing any node of the corresponding task graph). However, assuming that the execution time of each node is small compared to the total execution time of the whole task graph, the above analysis gives a good approximation of an algorithm where preemption is allowed only at the end of each node.

### 4.2 Experimental Evaluation

We have implemented and evaluated our algorithm using the Moses tool-suite which is used for modelling and simulation of discrete event systems. Our experimental setup consists of six flows, of which three are real-time and three others are non-real-time flows. Each flow is specified by a TSpec with all its
parameters specified in terms of packets rather than bytes. A TSpec is described by a conjunction of two token buckets and an incoming packet complies with the specified profile only if there are enough tokens in both the buckets (we refer to them as the \textit{avg. bucket} and the \textit{peak bucket} in Table \ref{tab:flows}). The arrival curves of the different flows were chosen to reflect a typical access network scenario. In particular, the high-volume flows such as video and FTP are bounded by an average rate of around 10 MBits/s. Table \ref{tab:flows} gives the specifications of the different flows.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
 & \textit{deadline} (Flows 1-3) & \textit{avg. bucket} \ (Flows 1-3) & \textit{peak bucket} \ (Flows 1-3) & \textit{CPU demand} \\
 & [ms] for Flows 1-3 & \textbf{burstiness, rate} & \textbf{burstiness, rate} & [cycles] \\
\hline
Flow 1 & 2 & (150, 300) & (1, 1000) & 40000 \\
Flow 2 & 10 & (40, 840) & (1, 4200) & 600 \\
Flow 3 & 1 & (3, 300) & (1, 1000) & 20000 \\
Flow 4 & 0.5 & (400, 1000) & (1, 5000) & 600 \\
Flow 5 & 0.2 & (50, 150) & (1, 700) & 4000 \\
Flow 6 & 0.1 & (8, 30) & (1, 700) & 40000 \\
\hline
\end{tabular}
\caption{Specifications of the real-time (1-3) and non-real-time flows (4-6).}
\end{table}

Flows 1-3 are real-time flows and Flows 4-6 are non-real-time flows. Flow 1 represents some transactions with encryption, Flow 2 represents a video traffic and Flow 3 some voice encoding. Among the non-real-time flows, Flow 4 represents an FTP download, Flow 5 represents HTTP page downloads, and Flow 6 represents email traffic with encryption.

For the above specified flows, we have compared our algorithm with a scheduling algorithm consisting of a combination of plain EDF for real-time packets and WFQ for non-real-time packets. The ordering of the non-real-time packets is due to the WFQ scheduler and they are processed only when there are no backlogged real-time packets. The real-time packets are scheduled according to EDF scheduling. To avoid any possible confusion (because of the similar terminology and setup), we remind the reader that here we are describing a task scheduling and not a link scheduling algorithm, so the ordering of a packet stream is not used for putting them on the output link, but to execute the packet processing functions in that order.

Figure \ref{fig:simulation} shows an excerpt of a simulation, comparing the above algorithm with ours. The horizontal-axis shows the simulation time and the vertical-axis represents the delay experienced by a packet in getting processed. Any point on the horizontal-axis represents the completion time of a packet processing task and the corresponding point on the vertical-axis plots the delay experienced (completion time minus the arrival time) by this packet. Note that in the plain EDF + WFQ scheduler, packets from the real-time Flow 2 are processed much before their deadline. In our improved algorithm, the non-real-time Flows 4
and 5 experience shorter response times at the expense of slightly higher delays for Flow 2 (which nevertheless meets its deadlines). On the average, the response time of Flows 4 and 5 improve by around 20%, at the expense of the response time of Flows 1, 2, and 3 increasing by around 2%, 32%, and 3% respectively. Due to its high CPU demand, the response time of Flow 6 (not sketched in the figure) does not improve much since the deadlines assigned by our algorithm to packets of this flow fall behind those of the real-time packets, and therefore they are executed after the real-time packets as in the case of the plain EDF + WFQ scheduler.
5 Design Space Exploration

The final section of this paper is devoted to the design space exploration of network processors, where we show how the basic models and methods described in the previous sections can be used to perform an exploration of hardware and software architectures. It is expected that the next generation of network processors will consist of general purpose processing units and dedicated modules for executing run-time extensive functions. Therefore, the purpose of a high level exploration is to select appropriate functional units such that the performance of the processor is maximized under various constraints such as cost, packet delay and power consumption. Here we will concentrate on the following questions:

- How can we estimate the performance of a network processor?
- How can we estimate delay and memory consumption of a hardware/software architecture?

The approach taken here is influenced by our previous results in design space exploration of hardware/software architectures \[30\]. In particular, we will adopt the model based approach in combination with concepts of multi-objective optimization (see \[19\] and the references therein).

As described in the last section, we consider the set of flows $F$ to be composed of two disjoint sets $F_{RT}$ and $F_{NRT}$. The arrival and service curves associated to these flows are interpreted differently. Whereas in case of $F_{RT}$ they describe the rates of the incoming packet streams, they are interpreted as relative rates in case of $F_{NRT}$. In other words, the rates of the packet streams can be described by the lower and upper arrival curves $\psi \cdot \alpha_l(f)$ and $\psi \cdot \alpha_u(f)$ for $f \in F_{NRT}$ where $\psi$ is a positive scaling variable. The problem of design space exploration can now be formulated as the following multi-objective optimization problem:

Allocate resource nodes $s \in S$ and bind the tasks $t \in T$ of the flows $f \in F$ to the allocated resource nodes such that $\psi$ is maximized, other criteria such as cost, memory and power consumption are minimized and the deadlines $d(f)$ associated to the flows are satisfied.

The rationale for this performance criterion is based on the fact, that real-time flows such as video and voice streams often have a fixed rate which must be handled by the network processor. On the other hand, the throughput of other flows such as FTP, web traffic or email should be maximized. The relative arrival curves determine the relative weights for these kinds of flows.

For the network processor architecture we assume a heterogeneous set of components consisting of RISC processors, digital signal processors, micro-controllers and dedicated units for compute intensive tasks such as header parsing, table look-up and encryption/decryption. The purpose of the allocation is to select the “right” subset of this modules. In Definition 2 a function cost was defined which models the cost of allocating the corresponding unit. It may be noted, that much more complex measures could be added to tasks and resource nodes such as power consumption, and program and data memory. The following definition extends Definition 2 by formally defining the terms allocation and binding.
Definition 8 (Allocation and Binding). The set $A \subseteq S$ denotes the set of allocated resource nodes $s \in A$. The binding of a task $t \in T$ to a resource $s \in S$ is a relation $B \subseteq T \times S$ where $B \subseteq M$ (see Definition 2), i.e. $(t, s) \in B$ if task $t$ is executed on resource $s$.

Based on our simple model for design space exploration of network processors, we can now determine the cost of an implementation as $Cost = \sum_{s \in A} cost(s)$. The problem of minimizing $Cost$ might involve a trade-off between several conflicting criteria such as memory and power requirements, and performance issues. Among the possible candidates for solving such a multi-objective optimization problem, where we are interested in obtaining all the trade-off or the so called Pareto points, are branch-and-bound methods and evolutionary algorithms [13].

For the purpose of illustrating the potential of the formal model introduced in this paper, we solved the design space exploration problem for the task structure shown in Figure 1 using a branch-and-bound search algorithm. It is based on a specification of the whole problem in the form of integer linear equations (see [20]). Only a portion of the resource structure used is shown in Figure 2. There are end-to-end deadlines $d$ for the two real-time flows $RT\ Send$ and $RT\ Receive$. The network processor architecture was designed for a 10-times higher rate of packets from the flow $NRT-IP-Forward$ compared to each of the two other non-real-time flows. We measured performance by the scaling variable $\psi$ which is maximized in the integer linear program. The total cost is the sum of costs of the allocated resource nodes and was introduced as a constraint into the ILP. An overview of the optimization setup is shown in Figure 9.

All the equations were generated using well known techniques [20,26] and the nonlinear function for taking task scheduling into account was modelled using piecewise linear approximations. Figure 10 shows the result of the design space exploration where the right hand side shows the different pareto points corresponding to the different architectures and the left hand side gives the

---

Fig. 9. Strategy of the design space exploration based on a multi-objective search algorithm and an estimation phase.
corresponding resource usages. Note that the hardware units are not loaded to 100% because of the end-to-end delay constraints.

![Diagram showing architectures and load (gray level)](image)

**Fig. 10.** Results from a design space exploration run. The left hand side shows in a diagram the hardware resources allocated for the Pareto points that have been found. The columns are related to the resource nodes and the rows correspond to the Pareto points, ordered with respect to the performance $\psi$. The gray level corresponds to the load of the respective hardware unit. The right hand side diagram represents the Pareto points in the performance-memory-cost coordinate system.

The above example took 521 variables, used 544 inequalities and required about 4 seconds per Pareto point on a 500 MHz Pentium III. We used the commercial branch and bound ILP solver CPLEX and Mathematica for generating the input and processing the output.

Scheduling was done in the simplest possible way, in particular using FCFS queuing for each resource, which obviously gives rough estimates only. Here it is possible to use the results obtained in Section 3.2. Let us suppose that the tasks $t \in T(f_i)$ of some flow $f_i$ are assigned to allocated resource nodes $s \in A$, i.e. $(t, s) \in B$. In addition, let us suppose that the task graph $G(f_i)$ is a simple chain. Then we can model the flow of events and resources in form of a computation network (see Figure 11). In particular, we have two different kinds of streams through the network, namely event streams caused by the packet streams entering the system and resource streams determined by the service curves of the resource nodes. Each distinct input flow is mapped onto a directed path through the communication network. To each edge in the communication network, either lower and upper arrival curves or lower and upper service curves are assigned. Using the relations derived in Section 3.2, these quantities can be determined, unless there are no directed cycles for any flow $f_i$ in the network. Finally, interesting performance measures such as delay and memory can be determined using the estimations on backlog and delay as given in Section 3.1. More work needs to be done in this direction to exploit the full potential of the approach described in Section 3.2.
Fig. 11. Example of a simple processing network that is used to operate on packet streams such as those specified in the task graph in Figure 1. A final last resource node may model the link scheduler for the outgoing packet streams.

6 Concluding Remarks

We have shown that the design of embedded packet processing devices such as network processors pose interesting research issues related to models of computation, processing and communication networks, task and packet scheduling and design space exploration. Our approach was based on a unified modelling of these aspects.

It must be noted however, that there are still many open research issues related to the above approach. In particular, the full potential of the chosen task, resource and stream processing specification must still be explored.
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Abstract. The paper describes an approach to organizing a collection of spatially distributed entities into a system capable of carrying out different complex missions. The entities are devices (artifacts like vehicles, sensors, actuators, computing and communications equipment) or agents or controllers, which control devices or other agents. The system-level capabilities concern complicated activities such as reconnaissance and logistics, requiring optimization, planning, and real-time control. The approach is to construct a system-level capability by appropriately organizing (composing) agents that can execute a small set of tasks. Agents are organized in a hierarchy: those at upper layers have authority over those at lower layers. The capability to conduct different missions is achieved by changing the agent architecture. The hybrid system specification and simulation language SHIFT is convenient for describing devices and agents, and their interaction. The paper gives two illustrative designs, one specified in SHIFT. To deploy systems organized in this way poses several research challenges, one of which is indicated here—the need for an exception-handling facility that provides a ‘fallback’ mechanism if an agent is unable to complete the task assigned to it.

1 Introduction

Figure 1 is an artist’s conception of a futuristic battlefield. In our imagination, we can animate this static picture with a narrative describing several missions of surveillance, logistics and target tracking—conducted through the control and coordination of a variety of equipment, including vehicles, weapons, sensors and communications gear. We can also imagine that these entities could be reorganized and dedicated to different missions; and further, that these systems are autonomous, requiring little human intervention in the real-time control of equipment.

The paper describes an approach to organizing a collection of spatially distributed entities into a system capable of carrying out a variety of complex missions. Conceptually, we distinguish between entities that are devices, and those that are controllers or agents. Devices are artifacts such as vehicles, sensors, actuators, and communications equipment, which interact with the physical world. These interactions are continuous-time signals. Controllers are artifacts

* Research supported by ONR Contract N00014-98-1-0585 and Darpa Contract F33615-00-C-1698
such as algorithms, programs, and feedback control policies, which control the devices or other agents by exchanging symbolic messages. Interfaces “translate” between messages and signals. (The distinction between devices and agents is a matter of context: a vehicle may be viewed as a device or as a system comprising several devices and agents.)

To summarize, our interest is in organizing a system capable of complex missions involving optimization, planning, coordination, and control of entities over space and time. We suppose that each device has its own characteristic capability, which we cannot change. For example, a vehicle can move with a certain speed, a sensor can measure temperature, and a transmitter can broadcast a signal. On the other hand, we are free to design controllers, and to combine entities—devices and agents—into a system with a capability far superior to the capabilities of the constitutive devices. For example, the sensor, transmitter and vehicle could be organized into a system that autonomously measures, maps, and transmits the temperature profile over a designated land area. Evidently, the system-level capability to conduct a temperature survey emerges from an appropriate organization of the entities. The same entities can be organized in different ways to create different system-level capabilities.

Work in hierarchical system design forms two streams. The older stream of research, now called “mechanism design,” began in the 1920s by asking if it is possible to organize a ‘socialist’ economy in which decisions $x_i \in X_i \subset \mathbb{R}^n$ of
Design of Autonomous, Distributed Systems 437

individual agents (enterprises and households), indexed $i = 1, \cdots, N$, could be decentralized like in a ‘market’ economy, but in such a way that, unlike in the market economy, the outcome of all these decisions would promote the social benefit. The simplest version of this design problem is the following.

Suppose the optimal socialist decision, $x^* = (x^*_1, \cdots, x^*_N)$, is the one that maximizes the social benefit $\sum_i U_i(x_i)$, subject to the individual constraints, $x_i \in X_i$, and the interaction constraint, $\sum_i x_i = 0$. (The constraint reflects, for example, the requirement that aggregate supply equal aggregate demand for each of $n$ commodities.)

For each $\lambda \in \mathbb{R}^n$, define the $i$th agent’s optimal individualistic decision, $x_i(\lambda)$, as the one that maximizes $U_i(x_i) - \lambda^T x_i$, $x_i \in X_i$. (Note that once $\lambda$ is given, the individual decisions are independent of one another, thereby achieving the goal of decentralization.) It is easy to see that if there exists a coordinating signal $\lambda^*$ for which the optimal ‘individualistic’ decisions satisfy the constraint, $\sum_i x_i(\lambda^*) = 0$, then they coincide with the socialist decision, i.e., $x^* = (x_1(\lambda^*), \cdots, x_N(\lambda^*))$. However, the coordinating signal is not known, and two-layer, hierarchical feedback schemes were proposed to discover $\lambda^*$.

In these schemes, the agent at the upper or coordinating layer, broadcasts a coordinating signal, say $\lambda_k$, to the $N$ individual agents who, in turn, reply with their optimal decisions, $\{x_i(\lambda_k)\}$. The coordinating agent evaluates the interaction constraint $\sum_i x_i(\lambda_k) = 0$, and then selects the next signal $\lambda_{k+1}$. Many algorithms for selecting the next signal were developed and analyzed to determine convergence: $\lambda_k \to \lambda^*$ as $k \to \infty$.

The invention of mathematical programming in the 1960s picked up this stream of work in the search for decomposition methods for large programs with special two-layer structures that recall the earlier formulation [1] is an early reference). Another branch of research started from the observation that the coordinating signal above, $\lambda$, captured just the right amount of information about the interaction, and went on to study properties, such as efficiency of organizations of agents, with different organizations distinguished by the pattern of communication between agents [2]. In all of this work, the individual agents are like computer programs that take decisions based on prescribed calculations.

A third branch of research in mechanism design focused on organizations of agents whose personal objectives may be different from those of the organization. The design of the coordination problem now must take into account the discrepancy between individual and organizational objectives, and game theory is a useful setting for formulating and analyzing these designs [3]. A contemporary example is the design of the FCC auctions of spectrum for cellular telephony to maximize social benefit of the decisions made by telephone companies who seek to maximize their own profits.

The second stream of research originates in the practice of organizing the control of large systems in a distributed hierarchy. There are good reasons for such an organization: deeper understanding facilitated by the hierarchical structure, reduction in complexity of communication and computation, modularity, adaptability to change, robustness, and scalability. The aim is similar—the de-
composition of a large problem, into a coordinated set of smaller tasks, each carried out by simple agents. But the focus has shifted. Instead of seeking general theorems on mechanisms to coordinate homogeneous agents, the objective is to realize a given, concrete system objective by coordinating a heterogeneous collection of agents, each designed to carry out a narrowly specified task, using devices embedded in a physical environment. For lack of a better term, we call this work research in “intelligent systems.”

In mechanism design problems, the physical environment is modeled as static resource constraints. In the design of intelligent systems, the dynamics of the physical devices and the environment are important. Accordingly, the coordination signals and the individual agents become more complex. The whole system is viewed as a hierarchical control system with many feedback loops. At the lower layers, physical devices are controlled by continuous-time signals, representing physical quantities. At the upper layer, the feedback loops carry messages, with the richer semantics needed to coordinate control agents.

In mechanism design, the agents are homogenous, and the design space of coordination mechanisms is mathematically highly structured (the set $\{\lambda \in R^n\}$ and the iteration rule from $\lambda_k$ to $\lambda_{k+1}$ in the example). This restricts the space of mechanism design.

In intelligent control design, the agents and the devices are represented as hybrid automata, with their continuous dynamics modeling the physics and continuous-time feedback loops, and discrete transitions representing production and consumption of coordination messages. The space of hybrid automata is vast, with little mathematical structure. Not surprisingly, there are few theorems to guide design. This paper, therefore, merely reports some design experience.

Section 2 introduces through an example the concepts of task, agent, and hierarchical organization that help describe system design. Section 3 gives a different example and shows that SHIFT is a convenient language for design specification and simulation. A SHIFT program models a dynamic network of hybrid automata. The example illustrates the use of SHIFT’s “dynamic” features: creation and destruction of components and dynamic changes in how components interact. Section 4 offers a remark on the semantics of hierarchical control. Section 5 discusses exception-handling.

2 A Surveying System

The top of figure 2 depicts a distributed system with a 4-layer controller. Layer 0 comprises two kinds of devices, vehicles and sensors. Vehicles move over a two-dimensional terrain. Let $(x, y)$ be the vehicle’s position and $\phi$ its heading relative to some global coordinate system, as shown. The vehicle’s movement is given by

$$
\dot{x}(t) = u(t) \cos \phi(t),
$$

$$
\dot{y}(t) = u(t) \sin \phi(t),
$$

$$
\dot{\phi}(t) = v(t).
$$
The vehicle’s linear speed, \( u(t) = \sqrt{\dot{x}^2(t) + \dot{y}^2(t)} \), is limited by \( u(t) \in [0, 5] \), and its angular speed is limited by \( v(t) \in [-1, 1] \). Therefore, the vehicle’s intrinsic capacity to move is given by all curves \((x(t), y(t)), t \geq 0\), whose derivatives satisfy these constraints. This is too unstructured. The first step in the design is to impose a finite, discrete set of control laws.

Fig. 2. A hierarchical control structure, with details of Layers 0, 1

The layer 1 controller (called “Discrete” in the figure) restricts the inputs to four modes—stop, front, left, and right—as follows:

- stop: \( u(t) \equiv 0, v(t) \equiv 0 \),
- front: \( u(t) \equiv 5, v(t) \equiv 0 \),
- left: \( u(t) \equiv 0, v(t) \equiv 1 \),
- right: \( u(t) \equiv 0, v(t) \equiv -1 \).

These modes can be selected in any sequence. So the layer 1 agent or controller is represented by a 4-state machine, each discrete state or mode representing a mode selection, and with transitions possible between any pair, as shown in the figure. (The figure only displays the transitions from “stop.”) The transitions are labeled in the obvious way as “GoFront,” “GoStop,” “GoLeft,” and “GoRight.”

The restriction of all possible control inputs to a finite set of control laws is a crucial step in the design. We call this step discretization. (This is not to be
confused with discrete time.) The step structures the design space of the next layer, layer 2, since the agent at layer 2 can only select from the mode transitions that layer 1 offers. The restriction leads to a reduction in vehicle control and performance that layer 2 can achieve. There is a tradeoff which can be crudely expressed by saying that the larger the number of modes in the discretization step at layer 1, the more complex is the design space at layer 2, and the greater the vehicle control and performance that layer 2 can achieve. We investigate this tradeoff briefly.

The four-mode discretization limits the phase portraits of the motions that layer 2 can achieve to those that can be drawn as a sequence of straight-line segments. So layer 2 cannot achieve the phase portrait given by the circular arc, even though the vehicle is capable of it. However, since any phase portrait can be approximated by piecewise linear segments, we could say that the loss of controllability by the discretization is slight. We can be more precise. Suppose the terrain contains obstacles that the vehicle cannot penetrate. (One obstacle is represented by the shaded oval.) Then all the phase portraits that the vehicle is capable of executing is partitioned into a set of homotopy classes. The piecewise straight-line approximation implies that each homotopy class contains a phase portrait that an agent at layer 2 can execute. Therefore, if the objective of control is to move the vehicle from a starting point to a destination through a terrain “punctured” by obstacles, then this discretization leads to no loss of control.

However, the discretization definitely leads to a reduction in performance, measured as the minimum time needed to go from the starting point to the destination. This is easy to see since under the discretization, the vehicle turns (left or right modes) only with zero speed, even though the vehicle is capable of moving with speed 5.

To summarize: layer 1 offers (limits) the capability to movements straight ahead or turning without moving. Layer 2 can use this capability to achieve any motion comprising a sequence of straight-line segments. Our design will structure this capability to steering the vehicle to any target. The resulting agent or controller is called GTT—GoToTarget.

GTT uses the sensor attached to the vehicle. As indicated in the bottom right-most picture in figure 2, the sensor has two fields of view: an inner cone of angle $\theta_1$ and an outer cone of angle $\theta_2$. The sensor can determine whether a given target is located inside the inner cone, inside the outer cone, to the left or to the right of the outer cone.

GTT has the capability of accepting a target from layer 3 and issuing commands to layer 1 so that the vehicle reaches the target. To offer this capability GTT implements the following simple control logic:
1. If vehicle has reached target, it commands the transition GoStop to layer 1 and reports “TargetReached” to layer 3;
2. If vehicle has not reached target, it commands GoStop;
3. If target is in OuterCone, it commands GoStraight;
4. If target is Left of OuterCone, it commands GoLeft, and then when target is in InnerCone, it commands GoFront;
5. etc.
Evidently, GTT can be implemented as a finite state machine whose transitions are triggered by changes in the sensor outputs or by commands from layer 3. In figure 2, the “task” received by GTT is a target from layer 3, and it reports “TargetReached.” In turn it issues commands GoStop, etc to layer 1.

Fig. 3. The Dispatcher design

The layer 3 agent, the “Dispatcher,” coordinates the movement of several vehicles by issuing tasks to their GTTs. The dispatcher offers to its superior at layer 4 (not shown), the capability to survey a specified region, using the vehicles over whose GTT the dispatcher has authority. For example, if the region is the rectangular area shown in the left of figure 3 and four vehicles are available, the dispatcher could plan the “lawnmowing” pattern as shown. If, on the other hand, a region contained obstacles or variable threats as indicated by the differently shaded ovals on the right, the paths may be selected via some optimization procedure.

With this design, beginning with the ‘raw’ capability embodied in the vehicles and sensors, we can construct controllers, in a hierarchical manner, with the agent at each layer offering a greater capability, building on the capabilities of the agents it controls.

In the next section, we study a different example to see designs are specified in SHIFT.

3 A Web Server

SHIFT is a programming language for specifying and simulating dynamic networks of hybrid systems [1]. The web server example illustrates useful features of SHIFT. The web server is modeled as a 2-layer control system. (For large SHIFT applications, see [5,6,7].)

The web server is a connection-based process capable of serving HTTP requests from clients. We consider a multi-threaded server:

- the server listens to connection requests,
- a client requests a connection from the server,
– if possible, the server allocates a thread and establishes a point-to-point
full-duplex connection between the client and the thread,
– the server returns to listening connection requests,
– the thread services the HTTP request from the client.

The web server is a controller with total resources of $R_T$ per unit time. An
HTTP request is a structured command such as GET /foo.txt. There is a finite
number of such requests denoted by the symbols $h \in H$. The total resource
needed to serve request $h$ is given by the function $\text{requires} : H \to \text{Reals}$.

At any time $t$, $N(t)$ active requests are being processed by $N(t)$ threads. The
server allocates the resource to each thread according to a control policy. A fair
policy allocates the same amount

$$r(t) = \frac{R_T}{N(t)}$$

(1)
to each thread at time $t$. Thus, a thread will complete serving request $h \in H$
when

$$s(t) \leq 0,$$

where

$$\dot{s}(t) = -r(t), \ s(t_0) = \text{requires}(h),$$

(2)
if that request arrived at time $t_0$. To maintain a minimum quality of service, the
web server rejects an incoming request if

$$r \leq R_{\text{min}}.$$

(3)

In a SHIFT specification, the programmer defines prototypes or classes that
describe the behavior of components. A component (entity) denotes a hybrid
automaton and its behavior is a computation of the hybrid automaton. A sim-
ulation starts with an initial set of components that evolve concurrently.

The data model of a class consists of strongly typed variables. The type of a
variable is a continuous number, (discrete) number, symbol, the name of a class,
or nested sets and arrays of these types. For the web server, the data model of
a client is given as (SHIFT keywords are in italics):

```shift
type Server {
  ...
  state continuous number r;
  ...
}
type Client {
  input Server server;
  output symbol h;

  export httpResponse, httpError;

  setup
    do {
```
\begin{verbatim}
  h := $get;
  server := theServer;
  }
}

global Server theServer := create(Server);
global set(Client) theClients := create(Client), create(Client) ;
\end{verbatim}

The Server class will be defined shortly. This model fragment defines a named class called Client that has two variables: a symbolic variable called h and a link to a Server called server. A component of type Client assigns values to these variables with the initial value given by the setup clause. In this case, the request h of the client will be a GET command (denoted with the symbol $get) and its link will be set to a global shared server called theServer. The simulation will initially contain three components: the global server and the two global clients.

Interaction amongst components occurs via links. For example, the SHIFT notation r(theServer) denotes the variable r of the component theServer. The data model supports data encapsulation by specifying whether a variable of a class is input, output or state. A class has read-only access to its input variables and read/write access to its output and state variables. Outside the class, output variables are read-only and input variables are read/write. The encapsulation mechanism is complemented by an exported set of event labels that represent the command interface of the class—that is, the names of discrete actions of the hybrid automaton that describe the behavior of the class. These actions are synchronous so issuing an action or responding to it are not distinguished. In the example, the Client performs three actions visible to the outside world—it issues an httpRequest and awaits a httpResponse or httpError.

In the example, the behavior of clients is not part of the web server so we do not model their behavior. (Of course, one could design a component that creates clients periodically or randomly in time.) However, the client’s interface—inputs, outputs and exported events—is used in the web server model, and so it is specified.

The behaviour of a class is a computation of its hybrid automaton. While the hybrid automaton is in one of its discrete modes, ordinary differential equations (ODEs) and algebraic equalities describe the time-evolution of its state and output variables (continuous numbers). Transitions among the discrete modes of the hybrid automaton are labeled with guards, events and actions. Guards are enabling conditions for the transitions; events provide a synchronous composition interface for different components; and actions describe the discrete behavior of the state and output variables.

We are now ready to describe the SHIFT model of the web server. The model relies on the interface of the Client class and the global set of clients defined above. We model the server and its threads as separate entities using two class definitions: the Server class and the Thread class. A Server component controls several Thread components. The control authority of the server is expressed in its ability to create a thread component, to create its connection with a client,
and to decline a connection request due to insufficient resources. This gives a 2-layer hierarchical model of the web server with the server at the higher layer controlling the threads at the lower layer (the numbers 50 and 75 below are arbitrary):

```c
#define requires(h) if h=$get then 50
    else if h=$put then 75;

type Thread {
    input Client client;
    continuous number r;
    state continuous number s;

discrete
    process { s'=-r; };

transition
    process -> exit { client:httpReply }
        when s <= 0;

setup
    do {
        s := requires(h(client));
    }
}

type Server {
    state number R_T := 100;
    number R_min := 1;
    set(Thread) threads := nil;
    number requires;
    Client client;
    continuous number r, N;

flow computeResource {
    N = size(threads);
    r = R_T / N; }

discrete
    listen { computeResource; },
    acceptOrDeny { computeResource; };

transition
    listen -> acceptOrDeny { clients:httpRequest(one:c) }
        do {
            requires := requires(h(client));
```
\[ \text{client := c;} \]
\[ \text{acceptOrDeny -> listen \{ client:errorCode \}} \]
\[ \text{when } r \leq R_{\text{min}}, \]
\[ \text{acceptOrDeny -> listen \{ \}} \]
\[ \text{when } r > R_{\text{min}} \]
\[ \text{define \{ \}
\]
\[ \text{Thread newThread := create(Thread,} \]
\[ \text{client := client);} \]
\[ \}
\[ \text{do \{ \}
\]
\[ \text{threads := threads + \{ newThread \};} \]
\[ \}
\[ \text{connect \{ \}
\]
\[ \text{r(newThread) <- r;} \]
\[ \}; \]
\]

(The notation in the SHIFT program matches that used in the earlier equations.)

A visible interface of a thread is given by the input link to a client, and the input number \( r \) representing the resources allocated to the thread at any time. The internal interface of the thread is given by the number \( s \), which is the remaining amount of service needed for the request. The thread has a single discrete mode, \text{process}, in which

\[ \dot{s} = -r, \]

where the initial value of \( s \) is given by the \text{setup} clause (which is executed immediately after a component is created). The initial values of the inputs are set externally—in this case, by the server.

Once the thread has served the request, it issues the \text{httpReply} command to the client and enters the special mode called \text{exit} in which it is destroyed.

The server has no visible external interface. Its internal data consist of the parameters \( R_{T}, R_{\text{min}}, r, N \) as in (1)-(3) and other auxiliary programming variables. The server sits in the listen mode until some client issues an \text{httpRequest}. The notation

\[ \text{clients:httpRequest(one:c)} \]

means, pick \text{one} client from the set of clients issuing an \text{httpRequest} and tag that client with the temporary variable \( c \). The temporary variable is available only inside the action of the transition, so it is saved in an auxiliary variable called \text{client} for later use.

In the \text{acceptOrReject} mode, the server determines if there are sufficient resources to process the incoming request. If not, then the server issues a \text{httpError} command to the client. Otherwise, the server creates a new thread
(initializing the input variable called client to the client). The available resources $r$ of the thread is hardwired to the variable $r$ of the server using the connect clause.

The hybrid automata evolve concurrently. To alleviate some of the difficulties associated with this style of programming SHIFT supplies the define-do-connect clause as illustrated in the example above. The define part allows for a sequential definition of new variables. These variables are then made available for use in the do and connect parts which are all executed in parallel.

The example illustrates the use of SHIFT’s constructs to design a hierarchical system, with subsystems (agents or devices) described by components, and feedback controls described by component interactions. The subtle but simple interactions permit modeling fairly complex control policies. The encapsulation feature, which enforces interfaces, together with inheritance (not illustrated in the example) and typechecking, provide a powerful way to write syntactically correct programs.

4 Semantics of Hierarchical Design

The boxes on the left in figure 4 denote the controllers at the four layers of the survey system. On the right, “Path,” “Control,” etc. denote the outputs of these controllers. A controller’s output is the task assigned to the controller below, except that Vehicle’s output is its trajectory. In a SHIFT specification of the dispatcher, its output “Path” might be expressed as a sequence of “targets,” issued to the appropriate GTT, one at a time. The GTT takes each target input and selects a sequence of “modes,” following its feedback law and depending on the sensor readings. The controller, Discrete, receives the modes from GTT and issues the corresponding fixed control input to the vehicle. Finally, at the lowest

Fig. 4. One-world semantics of surveillance design
level, the differential equation with the appropriate control input is interpreted as the trajectory of the vehicle.

In this way, a high-level task or expression like “Path” is compiled (or translated) into a sequence of “targets,” each target is compiled into a sequence of “modes,” and so on, until, finally, we end up with vehicle trajectories. With this “syntactic flattening” all higher-level expressions (involving terms such as “Path”) are ultimately interpreted in the world of vehicle trajectories. We call this one-world semantics.

With one-world semantics, therefore, truth-claims expressed in high-level expressions (e.g. this is a “minimum-length path”) are interpreted as claims about trajectories, as is common in verification theory where properties of high-level abstractions can be translated into properties of lower-level behaviors.

However, hierarchical controllers are not designed in this way. For instance, given a region to be surveyed, the dispatcher may run an algorithm which, for a specified \( \delta > 0 \), yields a minimum-length path whose \( \delta \)-neighborhood covers every point in the region. The correctness of this algorithm may be proved in the mathematical world of two-dimensional geometry, and not as properties of the vehicle trajectories, whose relation to the path-finding algorithm involves many other system entities. Indeed, the relation between the paths shown on the left in figure 3 is very complex. (In fact, the reader may have noticed that under GTT’s feedback law the vehicle may not reach its target in finite time—its position can only be guaranteed to converge to the target. Also, the path produced by the path-planning algorithm is not in any nice mathematical sense an “abstraction” of the trajectories into which it is ultimately compiled.)

Typically, the design of a large system is broken into controllers (like dispatcher, GTT, etc.). The design of each controller is evaluated in a mathematical world in which alternate controller designs (e.g. different path-planning algorithms) can be compared. This is multi-world semantics. (The mathematical world for one controller makes implicit assumptions about the behavior of lower-layer controllers. For example, the dispatcher assumes that the generated path will be implemented by the GTT.) At the same time, of course, the one-world semantics of the device layer—which interacts with the physical world—is better suited for the study of system implementation. There does not seem to be any accepted way of bridging the gap between the multi-world semantics of design and the one-world semantics of implementation. The discussion of “exceptions” below addresses one aspect of this gap.

5 Exception-Handling

In hierarchical system design, upper-layer components are built on the capabilities of lower-layer components and on the assumption that the latter “work as advertised.” For example, for a controllable LTI system \( \dot{x}(t) = Ax(t) + Bu(t) \), one may design a feedback vector \( F \) such that the control law \( u(t) = Fx(t) \) stabilizes the system. The assumption here is that the system indeed behaves as advertised by its \( A \) and \( B \) matrices. It is however unreasonable to expect that all
assumptions made in the design of a large distributed control system are valid. Indeed there are classes of controllers that relax the assumptions. For example, one may replace the feedback law above by a sliding mode controller to ensure

\[
\dot{x}(t) = (A + \Delta(t))x(t) + (B + \Gamma(t))u(t)
\]

where \(\Delta\) and \(\Gamma\) are small time-varying perturbations. However, even the extended control design is subject to degradation and failure. By exception-handling, we mean an alternate approach to system design that will help the designer identify an error and fix the problem. To simplify the presentation we recall some terminology from \[8\]. A

**situation** is the evaluation of a command issued by an upper-layer component to a lower-layer component. An **exceptional situation** is a situation whose outcome is undefined (or undocumented). This will arise, for example, if the GTT controller is instructed to go to a target that doesn’t exist, or the target disappears before the vehicle gets there. If the GTT design had not considered this case then the system exhibits an exceptional situation. In a SHIFT simulation one may end up with a **core dump**; in an implementation, the exceptional situation may cause more damage.

An exception-handling system attempts to provide at least two guarantees, regardless of the particular control structure. The system is always in a well-defined state and there is a means for representing an exceptional situation. Such a system is integrated into \(\lambda\)-SHIFT—a generalized experimental SHIFT \[9\]. In what follows we explain in SHIFT terminology how the system is realized.

A SHIFT situation is taken as the evaluation of a SHIFT expression—such as a guard, action or flow equation. An exceptional situation is a situation for which the result is undefined. For example, consider the GTT controller,

```shift

type Target {
    ...
    output continuous number x,y;
}
type Vehicle {
    ...
    export goStop, goLeft, goRight, goFront;
    output continuous number x,y;
}
type GTT {
    input Target target;
    output Vehicle vehicle;
    ...
    transition
        all -> stop vehicle:goStop
        when distance(x(vehicle),y(vehicle),x(target),
            y(target)) <= 1;
}
```

where the SHIFT keyword \texttt{all} denotes a transition from all defined discrete modes. It may happen that the target was not initialized (or, since SHIFT com-
ponents are dynamic, the target disappeared for some other reason). Then the evaluation of $x(\text{target})$ will result in an exceptional situation.

A SHIFT simulation consists of a closed (self-contained) world constructed by a well-defined syntax and semantics. Thus, it is possible to identify all possible atomic causes of exceptions. This is precisely what is done in $\lambda$-Shift. The next step is to provide additional syntax to represent and handle exceptional situations. For example, in the GTT controller above, one would write a transition of the form:

$$\text{transition}$$

$$\text{... all} \rightarrow \text{protected } \{\text{invalidLink, vehicle:goStop}\}$$

where the event invalidLink is delivered by the exception-handling system. The cascaded event goStop will command the vehicle to stop. This approach allows the programmer to represent an atomic exceptional situation in the language of SHIFT, provided that for each atomic situation an event such as invalidLink is defined and supported by the system.

In simulation, the exception-handling mechanism is used as a debugging and program development tool. The basic mechanism described above is tightly integrated with the component interaction mechanisms—such as direct link access, synchronous composition, and wired connections. If at some time $t$ an exceptional situation occurs in a component, the mechanism provides a focused and (state-) consistent view of that component and all other components with which it is interacting.

When considering a distributed hierarchically system, one needs to consider the following aspects of exception handling. What is the computational cost of deploying such a mechanism? How will state consistency be implemented in a spatially distributed system? How does the debugging process (with its one-world semantics interpretation) relate to the deployment of real-life systems (implicitly designed with multi-world semantics)?

6 Concluding Remarks

Large systems are conveniently designed in a control hierarchy. At the lowest layer are the devices which interact with the physical environment through continuous-time signals. Controllers at higher layers control other controllers and devices through the exchange of messages with richer semantic content. Each controller builds on the capability of those that it controls. SHIFT is a convenient language for hierarchical system design. The modularity implicit in such a structure allows the design of each controller to be carried out independently and evaluated in a suitable mathematical domain. In such a design process, implicit assumptions are made about the behavior of lower-layer controllers. Those assumptions are unlikely to hold, and an exception-handling mechanism that helps debug a design, and makes its implementation more safe. Although exception-handling is considered in computer science, its development in control system design would be a new and important area of study.
References

6. The SmartAHS Team, The SmartAHS manual. 
   http://www.path.berkeley.edu/smart-ahs, 1998
Formalizing Software Architectures for Embedded Systems

Pam Binns and Steve Vestal*  
Honeywell Laboratories  
3660 Technology Drive  
Minneapolis, MN 55418  
{pam_binns, steve_vestal}@htc.honeywell.com

Abstract. This paper outlines an approach to embedded computer system development that is based on integrated use of multiple domain-specific languages; on increased use of mathematical analysis methods; and on increased integration between domain-specific specification and mathematical modeling and code generation. We first outline some general principles of this approach. We then present a bit more detail about the emerging SAE standard Avionics Architecture Description Language and our supporting MetaH toolset. We conclude with a summary of some research challenge problems, technical approaches, and preliminary results uncovered during our work.

1 Introduction

The use of domain-specific languages (4GLs) and tools for embedded applications is wide-spread and will increase. For example, a number of COTS tools are already in wide use for the development of feed-back control and display applications. In many cases the use of domain-specific technologies in preference to general-purpose software development technologies can result in cost savings and improvements in quality factors that justify the additional development and acquisition costs of the domain-specific tools. Available meta-tool technologies have been used to lower the development cost of specialized domain-specific tools.[5]

Three main elements of a domain-specific language and toolset are illustrated in Figure 1. There is the domain-specific language and editor, which allows rigorous, concise, very high level specification of the structure and semantics relevant to a particular engineering discipline. There are modeling and analysis methods and tools to support design during the early phases of development and verification during the later phases of development. There is a code generation or synthesis method to produce an implementation from a design specification. We

* This work has been supported by DARPA, ONR and AMCOM under contracts N00014-91-C-0195, DAAH01-97-C-0195 and DAAH01-00-C-R226; by AFOSR under contract F469620-97-C-0008; and by Honeywell. An earlier version of this paper appeared in the Monterey Workshop 2001.
believe these elements should be integrated and automated as much as is practical. Models and code should be generated from a common specification where possible, eliminating the hand-development of separate model specifications in different modeling languages. The mapping between specification, models and code should be structure-preserving, intuitive, and easily verified. It should be possible to easily trace in any direction between design specification, models, model analysis results, and implementation.

The construction of complex embedded computer systems is an inherently multi-disciplinary effort and requires integrated use of multiple domain-specific languages and tools. The mix of specification languages and tools needed in a particular development environment will depend on the mix of embedded functionality needed in a particular product line.

Our work has focused on applying the above principles in the development of an embedded computer system architecture specification language and toolset. This language and toolset are designed for use by embedded computer system architects, among whose tasks is the integration of various hardware components and software applications developed by other engineering groups using other domain-specific languages and tools. Figure 2 illustrates how the outputs of multiple domain-specific tools feed into the architecture specification toolset, which supports computer system integration and modeling and analysis. The output of the toolset, in addition to models and analysis results, is software that integrates the pieces of the system together.

In addition to supporting embedded system developers, the language and toolset also provide a context and enabler for research activities. We are using the language and toolset as an object of study and a prototyping testbed in research activities intended to enable large, dynamically reconfigurable, safety-critical distributed systems that efficiently host both time-triggered and event-triggered workloads. We will conclude this paper with a survey of some challenge problems, technical approaches, and preliminary results in these areas.
2 AADL and MetaH

The emerging SAE standard Avionics Architecture Description Language (AADL) is a language for specifying software and hardware architectures for real-time, safety-critical, scalable, embedded multi-processor systems. The AADL allows developers to specify how a system is composed from software components like processes and packages and hardware components like processors and memories. Our MetaH AADL toolset performs syntactic and semantic checks, compliance checks between specification and source code, schedulability analysis, reliability analysis, partition isolation analysis, and generates/configures a system executive (middleware) layer that can be subjected to formal analysis using linear hybrid automata models. Figure 3 illustrates the current toolset.

The AADL includes constructs to describe source components written in a traditional programming language like C/C++ or Ada. The source components themselves come from domain-specific tools, or are hand-written, or are re-engineered from existing code. Subprogram and package specifications describe important attributes of source modules such as the file containing the source code, nominal and maximum compute times on various kinds of processors, stack and heap requirements, mutual exclusion protocol to be used for shared packages, etc. Event names, message types, and buffer variables used to hold message values, can be declared in source modules and must be cited in the AADL specifications. The current MetaH toolset accepts source in C/C++ or Ada, but only Ada code is parsed and checked for compliance against the AADL interface descriptions.

The higher-level software constructs of the AADL are processes, modes and systems. Processes group together source modules that are to be scheduled as either periodic (time-triggered) or aperiodic (event-triggered) processes. A process is also the basic unit of security and fault containment, and memory protection and compute time enforcement may be provided on some targets. Systems and
modes group processes, define connections between data and event ports, and define bindings between objects that are to be accessible between processes. The difference is that systems are concurrent with each other, while modes are mutually exclusive with respect to other modes in the same implementation diagram. Event connections between modes are used to define hierarchical mode transition diagrams, where mode changes at run-time can stop or start processes or change connections.

The AADL also allows hardware architectures to be specified using memory, processor, bus, and device components grouped into systems. Hardware objects may have data and event ports and packages in their interfaces. Software and hardware data and event ports can be connected to software data and event ports, and software components can access hardware packages (which provide hardware-specific APIs). Hardware descriptions identify (among other things) hardware-dependent source code modules for device drivers, and code to provide a portable interface between automatically composed applications and the underlyingRTOS and hardware.

Both graphical and textual specification is supported. The two can be mixed (part of a specification can be maintained textually and part graphically), and the toolset can translate graphical to textual and vice versa. This is convenient in our assumed multi-domain, multi-toolset development context. Portions of a specification may be automatically generated by different domain-specific tools (text is often preferred for this), while higher-level integration and design review is usually performed by hand (graphics is often preferred for this).
A simple software/hardware binding tool assigns to hardware those software objects in a specification that are not explicitly assigned, possibly subject to user-specified constraints.

An executive configuration tool automatically produces the “glue” code needed to compose the various source modules to form the overall application. The resulting tailored system executive (middleware) is responsible for process dispatching, event and message passing, mode changing, etc. There is a makeh tool that performs all the compiles and links needed to produce a loadable image for each processor specified in the system.

The design schema for the configured executive is based on preemptive fixed priority scheduling theory\[7\]. Using AADL specifications of process period, preperiod deadline, criticality, and precedence constraints, the executive generator derives priority, period transformation, dispatch rate, and time slice information used in data tables and dispatching code\[12\]. Data connection and process timing specifications are used to schedule and generate code to move data between processes’ data buffer variables, including message scheduling and synchronization for certain classes of multi-processor systems. Code to vector events to dispatch aperiodics or to trigger mode changes, and code to manage mode changes, is also generated.

Using information contained in the AADL specification and produced by the executive generator, the schedulability modeler generates a detailed preemptive fixed priority schedulability model of the application. The model includes scheduling and communication overheads as well as application workloads. In support of traceability, a human-readable form of the model is written as well as the results of analyzing the model. The schedulability analysis algorithm we currently use is an extension of the exact characterization algorithm that can perform certain kinds of parametric analysis\[24\].

The executive code generated from a MetaH specification may enforce integrated modular avionics partitioning (protected address spaces, process criticalities, enforced compute time limits, capability lists for run-time services). Source objects may be annotated with a safety level determined during system safety hazard analysis\[1\] (required application code verification activities and hence the degree of assurance depend on the assigned safety level). The tool checks to insure that correct operation of an object cannot be affected by any error in any other object having a lower safety level. For example, an object with a high safety level should not depend on data from an object with a low safety level (unless the connection is explicitly annotated in the specification to allow this). The deadline of a process with high safety level must be guaranteed even if processes with low safety levels exceed their stated compute times.

AADL semantics and the configured executive include features to deal with error detection and handling, but no particular redundancy management approach is built into the language or system executive. Different systems have different requirements and missions that may result in different dominant failure modes. These are best addressed using different redundancy management architectures. For example, manned flight control systems traditionally use triple or
quad redundancy with cross-voting and error masking, while long-life satellite systems traditionally use cold spares and dynamic reconfiguration. Reliability analysis and system safety, including linear hybrid automata verification, will be further discussed in subsequent sections.

3 Research Activities

Our long-term goal is a language and computationally efficient toolset that support the development of embedded systems that are distributed, dynamically reconfigurable, fault-tolerant, support periodic (time-triggered) and aperiodic (event-triggered) task models with complex inter-task interactions, make efficient use of resources, and are verifiable to the highest levels of system safety and design assurance. In the following sections we will cite some challenging problems in a few of these areas and outline some of the approaches we are pursuing to deal with them.

3.1 Decomposition Scheduling

The distributed scheduling problem for systems that host periodic feed-back control applications is different than the multi-media scheduling problem. Tight end-to-end latencies comparable to task periods must be guaranteed. Often no loss of data will be tolerated. Solutions may need to be verified to the highest levels of assurance, which in practice means worst-case schedulability analysis must be available. Our notional set of requirements is

- high achieveable hardware utilization, e.g. over 90% processor and over 50% bus utilizations
- small end-to-end latencies, e.g. one sampling delay (one period)
- high assurance that deadlines will be met, e.g. formal schedulability analysis
- tractability for large systems, e.g. generate schedules for thousands of tasks and messages on hundreds of processors in tens of seconds, incrementally change a schedule in fractions of a second
- adaptable to different COTS bus/network hardware, adaptable to different scheduling disciplines for different resources, adaptable to different redundancy management techniques and interconnect topologies

We have been exploring an approach we call decomposition scheduling, illustrated in Figure 4. The basic idea is to decompose the overall system scheduling problem into a set of individual resource scheduling problems, solve the individual problems, then combine the results of parametric schedulability analysis for the individual resources to obtain a better system decomposition. Each individual resource scheduling problem consists of the tasks or messages allocated to that resource, together with release times and deadlines that are selected by the decomposition algorithm. Once each resource has been scheduled, the results of parametric schedulability analysis (such as available laxity and slack for
the various tasks and messages) are used to pick a new set of release times and deadlines. The new deadlines and release times make the individual scheduling problems easier for previously unschedulable resources at the expense of previously schedulable resources. The approach is iterative and continues until a solution is found or the solution does not change significantly between successive iterations. Different resources can potentially be scheduled using different disciplines, as long as parametric schedulability analysis is available for each discipline (our experiments used preemptive fixed priority scheduling).

![Notional Decomposition Scheduling Timeline](image)

We performed experiments using a highly abstracted workload from the Boeing 777 aircraft information management system (113 tasks, 6 processors, 50% bus utilization), and an early development workload from the Comanche mission equipment package (281 tasks, 24 processors). We constructed synthetic workloads by “connecting” multiple copies until the bus became unschedulable. Our prototype tool was able to schedule a very abstracted B777 problem in under 1 second, and was able to schedule 6 connected Comanche systems (1686 tasks, 144 processors, 57% bus utilization) in 3 seconds of Sparc Ultra-2 CPU time. For comparison, the University of Maryland required 23 hours of CPU time to produce a schedule for another abstraction of the B777 problem using a simulated annealing approach[15]. The carefully tuned production scheduling tool, which uses constraint programming techniques, required a few hours to produce a schedule for the fully detailed problem.

Our approach and preliminary results are similar to those of García and Harbour[16], although we use a different decomposition algorithm at each iteration. Our prototype also currently only schedules chains of length two (one task and its outgoing messages, with a direct bus available between sender and receiver).

The iterative nature of the approach means it might be adapted to work incrementally, quickly producing a new schedule as a small change to an existing feasible schedule. This might make possible on-line adaptation to changes in large distributed hard real-time workloads.
3.2 Slack Stealing

Traditional control applications use periodic task and communication models, but many applications use event-triggered interactive task models. It is a challenge to mix the two types of workloads in a way that guarantees periodic task deadlines, provides quick response times and high throughputs to the aperiodic tasks, and achieves high processor utilizations. Specific examples of challenge problems are the hosting of a telecommunication application, or a TCP/IP stack, or a Real-Time CORBA ORB, on the same system that also supports vehicle control and flight management applications.

We have been developing slack stealing methods to address this need. Slack stealing, as first proposed in [20], is a preemptive processor scheduling algorithm that delays the execution of high priority periodic tasks to improve the response times of aperiodic tasks while guaranteeing the periodic task deadlines. An online slack server determines at each event arrival (each request for slack CPU time) how big of a time slice can be immediately granted at a particular priority level without causing any periodic deadlines to be missed.

We will illustrate slack stealing by comparing it with background service for a hypothetical set of (random) event arrivals listed in Table 1. Assume there is a single periodic task with (hyper)period $H = 10$ and compute time $C = 6$. Event arrivals are processed by a single aperiodic task. The arrival time of the $n^{th}$ event is denoted by $a_n$ and its corresponding departure (completion) time by $d_n$. The response time is $r_n = d_n - a_n$.

A background server processes aperiodic tasks only when there are no periodic tasks to be executed. The example background server execution timeline is shown in Figure 5. Suppose an aperiodic task $\alpha$ is in service, having completed $x'_j$ of its execution when periodic task $\tau_n$ arrives at time $(n - 1)H$. Task $\alpha$ will be preempted until time $(n - 1)H + C$ while the periodic task executes, at which time it will resume service with a remaining execution time requirement of $x_j - x'_j$.

![Fig. 5. Background Server Timeline](image)
In contrast, a slack server processes aperiodic tasks at the highest priority as long as a periodic task will not miss its deadline. The example slack server execution timeline is shown in Figure 6. Let \( C(t) \) be the amount of compute time an executing periodic task has consumed at time \( t \), \( 0 \leq C(t) \leq \min(C, t) \). When \( C(t) = C \), the value remains at \( C \) until \( t = H \) and is then reset to 0. \( C - C(t) \) is the compute time required by the periodic task to complete. \( H - t \) is the time remaining in the current hyperperiod. The slack available in the current hyperperiod at time \( t \) is \((H - t) - (C - C(t))\). In other words, an aperiodic task \( \alpha \) arriving at time \( t \) to an empty aperiodic queue would complete without delay caused by the execution of a periodic task provided \( x_j \leq (H - t) - (C - C(t)) \). If \( x_j > (H - t) - (C - C(t)) \) then the aperiodic task would be blocked during the interval \([t, t + H - (C - C(t))]\) while the periodic task executes and completes exactly at its deadline. Note that the periodic task is blocking aperiodic tasks in the time interval \([7, 10]\) otherwise periodic execution occurs only when no aperiodic tasks are in the system.

![Slack Server Timeline](Image)

**Fig. 6. Slack Server Timeline**

Table 1 records the timelines of both cases in numeric form. The subscripts “bg” and “ss” refer to background server and slack server, respectively. Columns \( r_{\text{n, bg}} \) and \( r_{\text{n, ss}} \) show the slack server provides smaller response times than the background server.

**Table 1. Fig 5 and 6 Sample Data \((H = 10, C = 6)\)**

<table>
<thead>
<tr>
<th>id</th>
<th>( a_n )</th>
<th>( x_n )</th>
<th>( d_{n, \text{bg}} )</th>
<th>( r_{n, \text{bg}} )</th>
<th>( d_{n, \text{ss}} )</th>
<th>( r_{n, \text{ss}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
<td>17</td>
<td>11</td>
<td>11</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>1</td>
<td>18</td>
<td>10</td>
<td>12</td>
<td>4</td>
</tr>
</tbody>
</table>
Other aperiodic task service disciplines have been proposed, such as the deferred and sporadic servers\cite{19,23}. Our interest in slack stealing is motivated in part by its provable optimality under certain assumptions (such as ignoring context swap and slack computation overheads), but also because this method can reclaim unused time from tasks that complete early. When periodic tasks complete in less than their worst case execution time, the unused execution time can be reallocated at the priority at which it would have been executed. This form of slack is known as reclaimed slack (timeline slack is what is shown in Figure 6). Reclaimed slack is particularly important when safety-critical applications are present because very conservative worst-case compute times are normally used to assure safety-critical deadlines. Table 2 is an augmented version of Table 1 for the execution timeline shown in Figure 7 where each execution of $C$ actually completes after 4 units, and 2 units are reclaimed.

Table 2. Sample Data ($H = 10, C = 6, R = 2$)

<table>
<thead>
<tr>
<th>id</th>
<th>$a_n$</th>
<th>$x_n$</th>
<th>$d_{n,ss}$</th>
<th>$r_{n,ss}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>1</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>4</td>
<td>19</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>17</td>
<td>1</td>
<td>20</td>
<td>3</td>
</tr>
</tbody>
</table>

Note that we differentiate between aperiodic execution on timeline versus reclaimed slack. In Figure 4, task invocations 3 and 4 are serviced on reclaimed slack (compare with Figure 3). Task invocation 5 begins its service on timeline slack (in interval [13, 16]), and is then preempted by the periodic task to ensure the periodic deadline. The periodic task completes early, allowing task invocation 5 to finish its execution on reclaimed slack (in interval [19, 20]).

Slack stealing is not a single specific algorithm and method, but rather an approach that can be applied to solve a number of blended scheduling problems. We have developed a variety of slack stealing techniques for use in actual embedded systems. Our first real-time implementation was in MetaH\cite{8} with designed support for slack overhead accounting (e.g. context switches, blocking times, and the slack algorithms themselves), user defined criticalities, implied criticalities derived from preperiod deadlines and message passing models, and noted optimizations for harmonic periodic task sets. We later adapted slack algorithms to efficiently support incremental and design-to-time processing\cite{9}; and then dynamic threads and time partitioning\cite{10} in DEOS (an RTOS contracted for use in six different FAA-certified commercial jets).

We obtained significant performance improvements relative to the deferred server algorithm that was originally used in DEOS. When slack servers are used at one or both ends of a communication link with a handshaking protocol, overall throughput increases are possible because the response time for each reply-
response exchange may be greatly reduced. The throughput of an FTP stack hosted on DEOS improved by a factor of 3. Perhaps more importantly, the bandwidth reserved for this application was reduced from about 70% to less than 10%, dramatically increasing the available CPU utilization for periodic applications. Slack stealing has also been used in DEOS to support incremental display tasks, where a minimum tolerable refresh update rate is guaranteed, with slack being used to typically achieve a higher refresh rate. Our algorithms provide the safe co-hosting of Level E (unverified) COTS FTP software with Level A (safety critical) software without compromising real-time performance measurements or achieveable CPU utilization.

We are currently investigating the applicability of, and extensions to, slack stealing for more complex models of task interaction, such as remote procedure calls and queueing networks; and application of some of these concepts to bus/network scheduling in distributed systems.

### 3.3 Response Time Analysis

In many application areas, such as telecommunications, performance is usually discussed in stochastic rather than deterministic terms. Averages alone are not sufficient, metrics based on knowledge of the response time distribution are desired (e.g. the expected percentage of requests that will be serviced within a stated deadline). A challenge problem is to analytically predict response time distributions for aperiodic tasks when they must share the CPU with periodic tasks. Our goals for analytic modeling of response time distributions in the presence of periodic tasks are

- efficient generation of aperiodic response time distribution approximations with confidence bands
- on-line parameter sensing/estimation for response time model validation, admission control, and dynamic reconfiguration
- analytic models that enable efficient bus/network scheduling for blending periodic feed-back control messages and event-triggered messages
We are investigating models for slack servers that execute at various priority levels. Figures 8 and 9 illustrate the predictions of some different analytic models plotted against simulation data for slack and background servers, respectively (\(H = 64 \text{ ms}, C = 0.75H\)). In the figures, the execution time \(X\) of an aperiodic task is exponentially distributed with rate \(\mu\). More compactly, \(\Pr[X \leq x] = 1 - e^{-\mu x}\), where \(\mu = 1\text{ms}\) is the mean service rate in this example. Equivalently, the service time distribution of the aperiodic tasks is \(\mathcal{E}(\mu)\). Similarly, the interarrival time distribution of the aperiodic tasks is \(\mathcal{E}(\lambda)\), where \(\lambda = 0.2\text{ms}\). Aperiodic traffic utilization is \(0.2 = \lambda \mu^{-1}\).

We have developed new models called the long and intermediate hyperperiod models for both the slack and background servers (labeled LHM and IHM in the respective plots). In the slack server figure, we also show an M/M/1 response time plot (labeled MM1). The M/M/1 model is the theoretical response time distribution for the aperiodic traffic in the absence of any periodic traffic. The M/M/1 response time distribution is \(\mathcal{E}(\mu - \lambda)\). In the background server figure we have included a heavy traffic (or diffusion) response time model [27] (labeled HTM) for theoretical comparison. In both figures, we have included a degraded server model (labeled DSM). Conceptually, a degraded server (model) simply reduces the server speed by the fraction of the CPU taken by the periodic task. The simulation data points appear as a heavy (wiggly) line.

Fig. 8. Slack Server Response Time
The observed aperiodic response time distribution for a slack server in Figure 8 lies completely above the DSM response time prediction. In contrast, the observed aperiodic response time distribution when processed at background priority falls completely below the DSM response time distribution in Figure 9. For the slack server discipline in the configuration shown, the slack server long hyperperiod model gives estimates closer to the simulation data. For the background server discipline, the background server intermediate hyperperiod model gives estimates closest to the simulation data. Different models are better for different system configurations, and we have developed criteria for selecting among the different models.

![FIFO BG Queue Resp Times; DSM: −; IHM: +; HTM: −; LHM: −; x0 = o](image)

**Fig. 9.** Background Server Response Time

We are also investigating the impact that periodic traffic patterns have on the delay distributions of the aperiodic traffic. In many commercial bus communication protocols with integrated periodic and event-triggered traffic, bus traffic is slotted and has designated start times for time-driven messages. Event-triggered traffic also has dedicated time slots, which are usually the remaining gaps not allocated to critical periodic messages. There may be no event-triggered messages waiting at the start of a preallocated event message time slot, or many messages might have been queued for a long time. In many regards, the study of these gaps on busses is analogous to the study of event-triggered task response times when run as background tasks on a CPU with predefined scheduling times for critical time-triggered periodic tasks. We have found that the spacing and size of
the aperiodic gaps can have significant impact on the response delivery time distributions, suggesting it is possible to improve bus performance by appropriate scheduling of these gaps.

3.4 Hybrid Automata

Traditional real-time task models cannot easily deal with variability and uncertainty in clock and computation and communication times, synchronizations (rendezvous) between tasks, remote procedure calls, anomalous scheduling in distributed systems, dynamic reconfiguration and reallocation, end-to-end deadlines, and timeouts and other error handling behaviors. One of our goals is to analyze the schedulability of real-time systems that cannot be easily modeled using traditional scheduling theory. For example, we would like to be able to model and analyze a system of tens of tasks on a few processors, where tasks may make remote procedure calls to each other, may have complex internal behaviors (multiple internal states with state transitions dependent on inter-task interactions), and have hard deadlines between specified pairs of state transitions.

At the implementation level, task schedulers and communication protocols are reactive components that respond to events like interrupts, message arrivals, service calls, task completions, error detections, etc. Another of our goals is to model and verify implementations of real-time functions. We would like to model important implementation details such as control logic and data variables. We would like the mapping between model and code to be clear and simple to better assure that the model really does describe the implementation. For example, we would like to be able to model and verify a real-time scheduler or a real-time bus driver.

We have been working with linear hybrid automata models of such systems\cite{25}. Our experience suggests these are powerful and natural models for complex real-time system behaviors. However, computational intractability is currently a much more severe problem for hybrid automata model checking than it is for finite state model checking. We overcame some of these problems by developing our own prototype reachability tool that uses polynomial-time algorithms to compute hybrid state transitions, uses an oracle to concisely encode the scheduling semantics for a particular model, and does on-the-fly identification of reachable discrete states. For example, we were able to solve some problems having 100 times more discrete states than we could with other tools, although our prototype does not currently support rate ranges or provide parametric analysis. We also showed that the reachability problem becomes decidable under restrictions that are very reasonable for this problem domain.

We demonstrated these technologies by formally verifying key behaviors of the core scheduling and time partitioning modules of the MetaH system executive. The standard executive library modules were modified by inserting calls to generate linear hybrid automata models of the code that manages basic scheduling and time partitioning functions (excluding slack stealing and dynamic reconfiguration features). Time-varying variables were used to model hardware timers and accumulated process compute time. Zero-rate variables were used to model some variables in the code. A complete linear hybrid automata model for this
portion of the system executive (about 1800 SLOC, roughly half of the executive) was automatically generated by executing each subprogram independently with test data, i.e. automatically generated as a by-product of unit testing. This complete model was then subjected to a reachability analysis to verify timing and time partitioning requirements and assertions in the code. We analyzed a set of applications that was sufficient to achieve full coverage of the modeled code.

Our work to date suggests the technology has passed the threshold of utility for verifying implementations of certain real-time functions. However, significant improvements in analysis techniques are needed in order to analyze and verify the schedulability of complex real-time workloads of non-trivial size.

3.5 System Safety

Our MetaH toolset supports a construct called an error model, which allows users to specify sets of fault events and error states. An error model includes specifications of transition functions to define how the error states of objects change due to fault, error propagation and recovery events. An individual object within a specification can be annotated to specify the error model and fault arrival and error propagation rates for that object. An AADL specification also contains consensus expressions to describe the error detection protocols implemented in source modules, and to specify the conditions under which system operation is acceptable (e.g. when at least 2 out of 3 subsystems are operational).

We have a prototype reliability modeling tool that generates a stochastic concurrent process reliability model[18, 22]. Error propagations between objects are modeled as synchronizations or rendezvous between stochastic concurrent processes. Error propagation synchronizations in the model can be controlled (guarded) using an associated consensus expression, which can conditionally mask propagations depending on the current error states of selected objects. The reliability modeler uses the error model specifications and annotations to generate the object error state machines, and uses the consensus expressions and design structure to generate the propagation synchronizations between these object error state machines. A subset of the reachable state space of this stochastic concurrent process is a Markov chain that can be analyzed using existing tools and techniques [21].

We selected a stochastic concurrent process model because it allowed us to easily generate a hierarchical reliability model whose structure is intuitively traceable back to the original specification and vice versa. The tool generates the stochastic concurrent process model in human-readable form for use during design and implementation review.

We believe this work substantiates the basic concept of generating a reliability model from a design specification, but we have identified a number of shortcomings that must be addressed[13]. Markov model generation and analysis is subject to state space explosion; features in the language to control abstraction in the generated model, and state space optimization methods in the analysis tool, are needed. Analysis results that are easily traceable back to the specification and include parametric sensitivity data are needed.
Markov reliability analysis and partition isolation analysis are only two types of analysis used in a comprehensive system safety program. The language already contains some features for fault tree specification, but features are needed to capture the results of hazard analysis and failure modes and effects analysis and summary. All these different analyses are synergistic and related, and the analysis toolset should perform certain consistency checks between the different models and results. For example, basic events in a fault tree are assumed to be statistically independent, and all common cause analyses (such as partition isolation analysis) should check for the absence of common causes for pairs of fault tree basic events.

System safety program activities must be closely integrated with development activities, and safety data and analyses must be clearly traceable to development work products such as designs and code. Design assurance standards require review and analysis in addition to testing, and encourage as high a degree of formal analysis as is practical. The well-integrated and formalized development process and environment that we are pursuing can significantly contribute to meeting these requirements.

3.6 Dynamic Reconfiguration

Our concept of dynamic reconfiguration extends beyond adaptive scheduling. We want to allow changes to be made to the mix of applications currently running, we want to allow the architecture of a running system to change. For systems that host applications having varying design assurance levels up to safety-critical, we are evaluating mixtures of off-line specification and analysis with on-line reconfiguration and enforcement.

The current AADL allows hierarchical specification of alternative system and subsystem configurations, called modes. A mode change can start and stop processes and change the pattern of event and data connections in effect. The current MetaH toolset enumerates and analyzes modes off-line, e.g. the schedulability analysis report includes a section for each processor and each bus in each potential mode of operation. Many generated tables in the system executive have the current mode of operation as an index, and the generated code contains case statements to make operation dependent on the current mode where needed.

It should be possible in principle to shift mode enumeration and analysis from off-line to on-line in some cases. Part of the workload of the system would be a process to enumerate, pre-analyze and cache modes reachable from the current mode. A run-time request for a mode change would be subject to on-line admission control, it would be permitted only if the requested mode had been pre-approved. Some of the challenging problems here are insuring that a mode change request be dealt with acceptably (e.g. it can either be rejected or the request modified to a pre-approved mode) and assuring the correctness of complex on-line mode enumeration and analysis and executive configuration functionality.

It should be possible in principle to allow system managers to modify and re-verify the architectural specification of a system off-line and then upgrade the running system. One approach to this is to adopt a change process that always
results in a common mode of operation between old and new specifications. The running system is then placed in this common mode, the new executive configuration tables and code downloaded while the system operates, and finally an atomic change from old to new executive tables and code performed. Some of the challenging problems here are developing a suitable change and verification process, and the complex details of performing high-assurance downloads and upgrades in a distributed system.

The architecture of a large and dynamic system of systems cannot always be statically specified, but one can statically specify classes of components. For example, a system might consist of an unspecified number of aircraft, but with a finite number of known types of aircraft. The avionics architecture of each type of aircraft would have an AADL specification. From the computer systems perspective, we might wish to show properties such as the schedulability of each individual avionics system given conditions on the number of, and potential interactions between, aircraft. Theorem proving methods, or model checking methods that symbolically encode certain patterns of infinite states, will probably be required.
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Abstract. The \textsc{USES}-group at the Universität des Saarlandes follows an approach to compute reliable run-time guarantees which is both well-based on theoretical foundations and practical from a software engineering and an efficiency point of view. Several aspects are essential to the \textsc{USES} approach: the resulting system is modular by structuring the task into a sequence of subtasks, which are tackled with appropriate methods. Generic and generative methods are used whenever possible. These principles lead to an understandable, maintainable, efficient, and provably correct system. This paper gives an overview of the methods used in the \textsc{USES} approach to WCET determination. A fully functional prototype system for the Motorola ColdFire MCF 5307 processor is presented, the implications of processor design on the predictability of behavior described, and experiences with analyzing applications running on this processor reported.

1 Introduction

Real-time systems are subject to stringent timing constraints which are dictated by the surrounding physical environment. Failure of a safety-critical real-time system can lead to considerable damage and even loss of lives. Therefore, a schedulability analysis has to be performed in order to guarantee that all timing constraints will be met (“timing validation”). All existing techniques for schedulability analysis require the worst-case execution time (WCET) of each task in the system to be known prior to its execution. Since this is not computable in general, estimates of the WCET have to be calculated. These estimates have to be safe, i.e., they must never underestimate the real execution time. Furthermore, they should be tight, i.e., the overestimate should be as small as possible. For processors with fixed execution times for each instruction there are established
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methods to compute sharp WCET bounds \cite{PK95,PS91}. However, in modern microprocessor architectures caches and pipelines are key features for improving performance. Caches are used to bridge the gap between processor speed and the access time of main memory. Pipelines enable acceleration by overlapping the executions of different instructions. The consequence is that the execution behavior of the instructions cannot be analysed separately since this depends on the execution history. Therefore, the classical approaches to worst-case execution time prediction are not directly applicable or lead to results exceeding the real execution time by orders of magnitude. This may influence the degree of success of timing validations or may lead to a waste of hardware resources. For many mass products, e.g., in the automotive or telecommunications industries this waste may have a tremendous effect on system costs.

2 The USES Approach to WCET Computation

2.1 Rationale and Essentials

Several aspects are essential to the USES approach:

**Modularity:** As far as possible for a given processor architecture, the task of determining the WCET is structured into a sequence of subtasks that can be solved in isolation. Interference between processor components may prevent this modularity.

**Adequacy of methods:** Each subtask is tackled by appropriate methods. This guarantees efficiency of computation and precision of results.

**Genericity:** Generic and generative methods are used whenever possible. This allows a large number of different processor architectures and the evolution of processor families to be properly dealt with.

**Separation into phases.** The determination of the WCET of a program is composed of several different tasks: computation of address ranges for instructions accessing memory by a *value analysis*, classification of memory references as cache misses or hits, called *cache analysis*, predicting the behavior of the program on the processor pipeline, called *pipeline analysis*, and the determination of the worst-case execution path of the program, called *path analysis*. Many of these tasks are quite complex for modern microprocessors and DSPs. Combining them into a single analysis adds complexity.

An arrangement into a sequence of phases would limit complexity. The sequence of the value, cache, pipeline and path analyses was chosen in the first experiments using the SPARC processor \cite{Fer97}. The results of the value analysis were used by the cache analysis to predict the behavior of the (data) cache. The results of the cache analysis were fed into the pipeline analysis allowing the prediction of pipeline stalls due to cache misses. The combined results of the cache and pipeline analyses were used to compute the execution times of program paths. The separation of WCET determination into several phases has the
additional effect that different methods tailored to the subtasks can be used. In our case, the value analysis, the cache analysis, and the pipeline analysis were done by abstract interpretation, a semantics based method for static program analysis. Path analysis is done by integer linear programming. The precision of the results and the efficiency of the WCET computation were convincing.

This serialization of subtasks works if there are no cyclic dependencies of processor components on one another which lead to cyclic dependencies of the phases on one another. However, some architectures create dependencies between these tasks which do not allow a straightforward serialization. This is another instance of a phase ordering problem encountered frequently in compiler design [WM95].

There are also cases when serialization may lead to a loss of precision which is partly caused by the use of static program analysis, but is unavoidable with any static approach. Cache analysis assumes that all program paths are executable. Cache analysis may collect cache information from non-executable paths thereby corrupting precision, albeit not correctness. Path analysis could model the control flow in such a fine-grained way so as to exclude some of these paths. Hence, there is a slight chance of losing precision by separating cache analysis from path analysis.

Architectural features may ruin the unidirectional dependence between cache analysis and pipeline analysis: for example Motorola ColdFire has two pipelines (a fetch and an execute pipeline) coupled by an instruction buffer. The order of memory references and, hence, the effects on the cache depend on the pipeline behavior, which in turn depends on the number of prefetched instructions in the buffer.

**Generic and generative methods.** Several problems can be solved by generic or generative methods. A generic method is realized with some formal parameters unspecified. Cache analysis for most processors can be implemented generically by abstracting away from the parameters capacity, associativity, line size, and replacement strategy. An approach is generative if the implementation is generated from some specification by precomputation. For example, the generic cache analysis is generated from a (generic) specification of the domain of abstract cache states and a specification of abstract semantic functions. The latter was made possible by using abstract interpretation, a well-established method offering a host of available theoretical results. The theory underlying abstract interpretation makes this generative support possible. As context-free parsers are generated using yacc or bison, analyses can be generated from appropriate specifications by generators. Much of the machinery of each individual analysis is reusable. In our case, the Program Analysis Generator PAG [Mar99,Mar98] is used.

The generative approach has the advantage of separating specification and implementation. Specifications are more easily understood than hand-coded analyses. Modifying and extending of an analysis by changing the specification is easier than changing hand-written implementations.
Frontends reading assembly or executable code are also generated from descriptions. They translate into a common intermediate language, CRL, described in [Lan98]. Analyses and transformations of machine programs can then be performed on CRL representations.

![Diagram](image-url)

**Fig. 1. The structure of the analysis**

### 2.2 Underlying Framework

**Composition of the Framework.** The starting point of our analysis framework (see Figure 1) is a binary program and additional user-provided information about numbers of loop iterations, upper bounds for recursion, etc. Plans have been made to derive more information from the program source if available so that the user has to provide only a minimum of annotations.

In the first step a parser reads the compiler output and reconstructs the control flow [The00, The01]. This requires some knowledge about the underlying hardware, e.g., which instructions represent branches or calls. The reconstructed control flow is annotated with the information needed by subsequent analyses...
and then translated into \texttt{CRL} (Control Flow Representation Language). This annotated control flow graph serves as the input for microarchitecture analyses:

The value analysis (based on [Sic97]) determines ranges for values in registers and by this it can resolve indirect accesses to memory. The cache analysis classifies the accesses to main memory, i.e., whether or not the needed data resides in the cache. The pipeline analysis models the pipeline behavior to determine execution times for a sequential flow of instructions. The result is an execution time for each instruction in each distinguished execution context.

Following from the results of the microarchitecture analyses, the path analysis determines a safe estimate of the WCET. First an ILP generator models the program’s control-flow using an integer linear program and a mapping from variable names to basic blocks which will be needed later on. The resulting integer linear program is solved by \texttt{lp\_solve}. The value of the objective function in the solution is the predicted worst-case execution time for the input program. The ILP solution is then evaluated using the variable mapping resulting in execution and traversal counts for every basic block and edge. The path analysis is generic in such a way that it abstracts from the underlying target machine.

### 3 Program Analysis to Predict Run-Time Behavior

Program analysis is a widely-used technique to determine the runtime properties of a given program without actually executing it. Such information is used, for example, in optimizing compilers [ASU86,WM95] to detect the applicability of efficiency-improving program transformations. A program analyzer takes a program as input and attempts to determine properties of interest. It computes an approximation to an often undecidable or very hard to compute program property. There is a well-developed theory of program analysis, abstract interpretation [CC77,NNH99]. This theory states criteria for correctness and termination of a program analysis. A program analysis is considered an abstraction of the standard semantics of the programming language.

The standard (operational) semantics of a language is given by a \textit{concrete domain} of data and a set of functions describing how the statements of the language transform concrete data. The \textit{abstract semantics} then consists of a (simpler) abstract domain and a set of abstract semantic functions, so called transfer functions, for the program statements computing over the abstract domain.

The designer of a program analysis must define the \textit{abstract domain}. It is obtained from the concrete domain by abstracting from all aspects up to those which are the subject of the analysis to be designed.

Both domains are usually complete partially ordered lattices of values. The partial order in the abstract domain corresponds to precision, i.e. quality of

\footnote{\texttt{CRL} is a human-readable intermediate format designed to simplify analyses and optimizations at the executable/assembly level.}

\footnote{\texttt{lp\_solve} solves LP, ILP, and MILP problems. The latest version is to be found on \texttt{ftp://ftp.ics.ele.tue.nl/pub/lp\_solve}.}
information. By agreement, elements higher up in the order are considered to contain less information, i.e. to be less precise.

The partial order determines the least upper bound operation, ⊔, on the lattice, which is used to combine information stemming from different sources, e.g. from several possible control flows into one program point.

The designer must also define the transfer functions. They describe how the statements transform abstract data. They must be monotonic in order to guarantee correctness and termination.

### 3.1 Value Analysis

The value analysis computes for each processor register an interval of possible values as approximations to the values occurring during runtime. To do this, abstract versions of all processor instructions have to be modeled which are based on interval values as operands. This includes not only simple arithmetic operations like add or mul, but also complex addressing modes like register indirect with scaled index to approximate the effective addresses of memory references.

The ⊔ operator for merging two abstract register or memory cell values is a simple union of intervals:

\[
\sqcup : D_{\text{abs}} \times D_{\text{abs}} \rightarrow D_{\text{abs}}, [l_1, u_1] \sqcup [l_2, u_2] := [\min(l_1, l_2), \max(u_1, u_2)]
\]

Since registers and memory cells have a finite precision, the detection of (possible) overflows requires special attention to compute a correct approximation. For example, the add instruction is implemented as follows:

\[
\text{add} : D_{\text{abs}} \times D_{\text{abs}} \rightarrow D_{\text{abs}},
[l_1, u_1] + [l_2, u_2] := \begin{cases} 
[l_1 + l_2, u_1 + u_2] & \text{if no overflow is possible}, \\
\text{unknown} & \text{otherwise}
\end{cases}
\]

In some cases the value analysis enables the detection of infeasible paths, e.g., for a conditional branch instruction, where the approximated values indicate, that a branch condition always (or never) holds. The information about infeasible paths is forwarded to the cache and pipeline analyses to improve analysis quality by reducing the number of combine operations.

### 3.2 Cache Analysis

Two analyses have been designed and implemented in different variations corresponding to different cache architectures. A fully associative cache with an LRU replacement strategy is assumed in the following explanations. More complete descriptions that explicitly describe direct mapped and A-way set associative
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3 Things would work equally well the other way round due to the duality principle of lattice theory.
caches are to be found in [Fer97,FMW97,FMWA98]. Section 4 describes a cache architecture with quite a different replacement strategy which exerts a bad influence on prediction quality.

The **must analysis** determines a set of memory blocks that are in the cache at a given program point whenever execution reaches this point. The **may analysis** determines all memory blocks that may be in the cache at a given program point. The complement of the information derived by this analysis is used to determine the absence of a memory block in the cache.

These analyses are used to compute a categorization for each memory reference describing its cache behavior. The categories are described in Table 1.

**Table 1.** Categorizations of memory references and memory blocks.

<table>
<thead>
<tr>
<th>Category</th>
<th>Abb.</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>always hit</td>
<td>ah</td>
<td>The memory reference will always result in a cache hit.</td>
</tr>
<tr>
<td>always miss</td>
<td>am</td>
<td>The memory reference will always result in a cache miss.</td>
</tr>
<tr>
<td>not classified</td>
<td>nc</td>
<td>The memory reference could neither be classified as ah nor am.</td>
</tr>
</tbody>
</table>

**Must Analysis.** The must analysis determines a set of memory blocks that are in the cache at a given program point whenever execution reaches this point. “Good” information is the knowledge that a memory block is in this set. The bigger the set, the better the exploitable information. As we will see, additional information will even tell how long a memory block will remain in the cache at minimum. This is linked to the “age” of a memory block. Therefore, the partial order on the *must*-domain is as follows. Above some abstract cache state in the domain, i.e., less precise, are states where memory blocks in this state are either missing or are older than here. Therefore, applying the \(\sqcap\) operator to two abstract cache states will produce a state containing only those memory blocks contained in both and will give them the maximum of their ages in the operand states (see Figure 2). Thus the positions of the memory blocks in the abstract cache state are the upper bounds of the *ages* of the memory blocks in the concrete caches occurring in the collecting cache semantics.

**May Analysis.** In order to determine whether a memory block will never be in the cache, the complementary information is computed, i.e., the sets of memory blocks that *may* be in the cache. “Good” information is that a memory block is not in this set, because this memory block can be classified as definitely not being in the cache whenever execution reaches the given program point. Thus, the smaller the sets are, the better. Additionally, the older blocks will reach the desirable situation of being removed from the cache faster than the younger ones. Therefore, the partial order in this domain is as follows: above some abstract cache state in the domain, i.e., less precise, are those states which contain additional memory blocks or where memory blocks in these state are younger than
in the given state. Therefore, the \( \sqcup \) operator applied to two abstract cache states will produce a state containing those memory blocks contained in at least one of the operand states and will give them the minimum of their ages (see Figure 3).

Thus the positions of the memory blocks in the abstract cache state are the lower bounds of the ages of the memory blocks in the concrete caches occurring in the collecting cache semantics.

**Analysis of Loops and Recursive Procedures.** Loops and recursive procedures are of special interest, since programs spend most of their runtime there. Treating them na"ively when analyzing programs for their cache and pipeline behavior will result in a high loss of precision.

Frequently, the following observation can be made: the first execution of the loop body usually loads the cache, and subsequent executions find most of their referenced memory blocks in the cache. Hence, the first iteration of the loop
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**Fig. 2.** Upper Bound in the Must Analysis

**Fig. 3.** Upper Bound in the May Analysis
often encounters cache contents quite different from those of later iterations. This has to be taken into account when analyzing the behavior of a loop on the cache. A naïve analysis would combine the abstract cache states from the entry to the loop and from the return from the loop body, thereby losing most of the contents. Therefore, it is useful to distinguish the first iteration of loops from the others.

In the USES approach, a method has been designed and implemented in the program analyzer generator PAG, which virtually unrolls loops once, the so-called VIVU approach [MAWF98]. Memory references are now considered in different execution contexts, essentially nestings of first and non-first iterations of loops. Experiments have shown VIVU approach to have enormously increased precision [Per97].

The program analysis techniques thus analyze instruction/context pairs of an input program. A context represents the execution stack, i.e., the function calls and loops along the corresponding path in the control-flow graph to the instruction. It is represented as a sequence of first and recursive function calls $(\text{call}_f, \text{call}_r)$ and first and other executions of loops $(\text{loop}_f, \text{loop}_o)$ for the functions $f$ and (virtually) transformed loops $l$ of a program. $\text{INST}$ is the set of all instructions $\text{inst}$ in a program. $\text{CONTEXT}$ is the set of all execution contexts $\text{context}$ of a program. $\text{IC}$ is the set of all instruction/context pairs $\text{ic}$.

$$\text{CONTEXT} = \{ \text{call}_f, \text{call}_r, \text{loop}_f, \text{loop}_o \}^*$$

$$\text{IC} = \text{INST} \times \text{CONTEXT}$$

$$\text{cat} : \text{IC} \rightarrow \{ \text{ah}, \text{am}, \text{nc} \}$$

### 3.3 Pipeline Analysis

[SF99] describes the foundations of pipeline analysis and an experiment done for the superscalar pipeline of the SuperSPARC I. Again abstract interpretation was used. The way from a concrete pipeline to an abstract pipeline consists of several steps. Most complex pipelines are badly documented by the manufacturers. To be of the safe side, the initial model of the pipeline already reflects pessimistic assumptions about undocumented features. A further pessimizing step may be necessary to simplify the representation of pipeline states. The abstract state is finally a superset of this type of pessimisms of “concrete” pipeline states which could actually occur at this program point.

The abstract pipeline update function reflects what happens when the pipeline is advanced by one step. It takes into account the current set of pipeline states, in particular the resource occupancies, the contents of the prefetch queue, the grouping of instructions, and the classification of memory references as cache hits or misses.

At control-flow merging points, the two abstract pipeline states are combined by set union. This leads to supersets of concrete pipeline states being computed. Section [4] will describe a very complex pipeline model that is the basis for the ColdFire analyzer.
4 Analyzing the ColdFire 5307

The ColdFire family of microcontrollers is the successor of the well known M68k architecture of Motorola. The ColdFire 5307 is an implementation of the Version 3 ColdFire architecture, see [Col97]. It contains an on-chip 4K SRAM, a unified 8K data/instruction cache, and a number of integrated peripherals. It implements a subset of the M68k opcodes, restricting opcodes to two, four or six bytes, thereby simplifying the decoding hardware. The CPU core and the external memory bus can be clocked with different speeds (e.g., 20 MHz bus clock and 60 MHz internal core clock).

In the DAEDALUS project, we developed and implemented a complete WCET analysis for the MCF 5307, consisting of a value analysis, an integrated cache and pipeline analysis and a path analysis. In addition to the raw information about the WCET, several parts can be visualized by the aiSee tool [aiS] to view detailed information delivered by the analysis.

4.1 The ColdFire Cache

The MCF 5307 has a unified data/instruction cache of 8K. The cache is organized into 128 sets with 4 lines of 16 bytes in each set. Each line contains an additional tag, containing the upper address bits of the block stored in that line and status bits denoting whether that line contains a block or whether the data in that line has been modified.

Caching behavior can be configured for up to three memory areas. An area can be configured as uncacheable or cacheable with write-back or write-through caching.

Data and instruction accesses are mapped to one of the 128 sets by taking bits 4\ldots10 of the address as a 7-bit index. All four lines in the set are then searched for the desired data on a read access by comparing the tags with the upper address bits of the access. If a read misses, i.e., if the desired data is not in the cache, then the data is loaded from main memory and placed into the cache. The requested word in the cacheline is read first, so that the desired data can be delivered quickly back to the CPU core. If a newline has to be loaded on a cache miss, the MCF 5307 selects the line receiving the new data by the following algorithm:

- If a line of the set does not contain valid data then the new data is placed into that line. If several such lines exist, the one with the lowest number is taken.
- If all lines contain valid data, then a global replacement counter of two bits is used to give the number of the line to place the data into. The counter is afterwards incremented by one.

Accesses that hit the cache do not influence the replacement counter.\footnote{The remaining three words of the line are loaded from main memory in the background.}
**Example:** Assume a program accesses the memory blocks 0, 1, 2, 3, ..., and block \( i \) is put in set \( i \mod 128 \). Such a scenario corresponds to a linear program without memory access (all data are in registers or in the non-cacheable SRAM area). Assume further the program starts with an empty cache. Then blocks 0–127 are put into the first line of each set, blocks 128–255 into the second line, 256–383 into the third line, and 384–511 into the fourth line. The resulting cache state is as follows:

<table>
<thead>
<tr>
<th>Line 0</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>...</th>
<th>127</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 1</td>
<td><strong>128</strong></td>
<td>129</td>
<td>130</td>
<td>131</td>
<td>132</td>
<td>133</td>
<td>...</td>
<td><strong>255</strong></td>
</tr>
<tr>
<td>Line 2</td>
<td>256</td>
<td>257</td>
<td>258</td>
<td>259</td>
<td>260</td>
<td>261</td>
<td>...</td>
<td>383</td>
</tr>
<tr>
<td>Line 3</td>
<td>384</td>
<td>385</td>
<td>386</td>
<td>387</td>
<td>388</td>
<td>389</td>
<td>...</td>
<td><strong>511</strong></td>
</tr>
</tbody>
</table>

where the columns represent sets. The next memory block 512 is put into set 0. The counter has not been used so far, and still has value of 0, hence block 512 is put into line 0 and replaces block 0. The counter is now set to 1, and so, block 513 is put into line 1 of set 1, replacing block 129. Continuing like this until block 639, the resulting cache state is

<table>
<thead>
<tr>
<th>Line 0</th>
<th><strong>512</strong></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th><strong>516</strong></th>
<th>5</th>
<th>...</th>
<th>127</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 1</td>
<td><strong>128</strong></td>
<td><strong>513</strong></td>
<td>130</td>
<td>131</td>
<td>132</td>
<td><strong>517</strong></td>
<td>...</td>
<td><strong>255</strong></td>
</tr>
<tr>
<td>Line 2</td>
<td>256</td>
<td>257</td>
<td><strong>514</strong></td>
<td>259</td>
<td>260</td>
<td>261</td>
<td>...</td>
<td>383</td>
</tr>
<tr>
<td>Line 3</td>
<td>384</td>
<td>385</td>
<td>386</td>
<td><strong>515</strong></td>
<td>388</td>
<td>389</td>
<td>...</td>
<td><strong>639</strong></td>
</tr>
</tbody>
</table>

where the recently added blocks are shown in boldface. Block 640 then replaces 512, 641 replaces 513, etc.

This example shows, that some blocks (like 1 and 128) may stay in the cache forever although they are never referenced again, while other blocks (like 512 and 513) are removed from the cache when their set is referenced for the next time. Although these remarks in their full strength only hold in this especial example, they show that in general, one must take into account that some blocks may survive many cache updates, while others are thrown out immediately.

For our static cache analysis this “pseudo round robin” replacement strategy has serious consequences. Since we cannot define abstract cache states as unions of concrete cache states for space reasons, we have to merge several concrete states into one abstract state, which represents all of them. One might be tempted to abstract the replacement counter in the following manner: if a control-flow join with two incoming states with different replacement counters is encountered during analysis, both counters have to be taken into the resulting state, e.g. counters of ‘2’ and ‘3’ may exist in the incoming states, so that the resulting state would have the set \( \{2, 3\} \) to denote both possibilities. Unfortunately, this set of possible counter values never decreases, i.e. we can never reduce the number of possible counter values again. So after three control-flow joins the set may have all four possible elements and will stay so for the rest of the analysis. Apart from control flow joins, not classifiable cache accesses cause the same phenomenon: if an
access cannot be precisely classified as a cache hit or a cache miss, then we have to consider both possibilities. On a miss, the counter would increase by one; on a hit it would stay the same as before. So if the counter was ‘2’ before, this results in the set \{2, 3\} afterwards. After another three non-classifiable accesses, this may lead to total loss of counter information. Yet if we do not know anything about the counter, we cannot say precisely how long a cacheline may survive in the cache. As the above example shows, a cacheline may be thrown out again by the next access to the set of that line.

This leads to the consequence that all that can be said about the ColdFire cache is that a cacheline will survive until the next access to the set it is in. This is essentially the behavior of a direct mapped cache with 128 sets (and lines). On the other hand, nothing can be said about which lines may be in the cache. This is because it can never be ensured that a line that may be in the cache has definitely been removed and is guaranteed to no longer be in the cache.

Following these observations, we implemented the cache analysis for the MCF 5307 as a must analysis for a 2K direct mapped cache. Naturally, this reduces the precision of our cache behavior prediction, since we were looking at a cache four times smaller than the actual hardware. On the other hand, the size of the analysis data became much smaller and we were able to integrate the cache and pipeline analysis without the danger of excessive memory consumption.

4.2 The ColdFire Pipeline

The MCF 5307 has two coupled pipelines, cf. Figure 4: a fetch pipeline fetches instructions from memory, partly decodes them, performs branch prediction and places the instructions into an instruction buffer, consisting of a FIFO with eight entries (complete instructions). The execution pipeline consists of two stages that fetch complete instructions from the instruction buffer, decode them, followed by executing them.

The instruction fetch pipeline performs branch prediction by scanning the fetched instructions at the IED stage and redirecting the fetching if a backward branch or an unconditional branch is detected. Therefore, memory access behavior is heavily dependent on pipeline behavior, since a mispredicted (and thus fetched) branch may cause different memory accesses depending on the time that the branch is actually performed at the execution pipeline’s AGEX stage. Luckily, we can precisely model this behavior and its consequences by using a unified pipeline and cache analysis.

Our abstract pipeline state consists of a set of concrete pipeline states, giving a safe approximation of the set of all possible pipeline states that may occur at any given program point. From this we can compute an upper bound of the number of cycles the instruction at that points needs to execute in the worst case.

We now have to model the effects of performing one cycle of actual pipeline execution. The state and interactions of the different pipeline stages have to be considered. In our model the different stages of the pipeline have an inner state and communicate with one another through two types of signals: immediate signals take effect in the same cycle, e.g. model the cancellation of certain stages
Fig. 4. The MCF 5307 Pipeline

by others. Delayed signals take effect only in the next cycle and are used among others to tell the IED stage that an instruction word has been fetched by the IC2 stage.

The model is depicted in Figure 4. Note that we modeled the execution pipeline in a way different to the actual hardware. Since ColdFire instructions can overlap by 1 cycle at most and the DSOC stage only performs decoding and register fetching for the first cycle, we don’t have to model both execution stages. We added another stage, SST, to model a stall that occurs in the pipeline if two write operations follow immediately (the second is stalled for up to two cycles).

Not shown in detail in Figure 5 is the bus unit that is responsible for modeling the fetching and writing of data. It is rather complex since many stall conditions and interactions on the pipelined ColdFire bus have to be taken into account. This stage also incorporates the cache analysis, updating the cache state according to the accesses made.

The evolution of the pipeline is performed at cycle granularity, i.e. one cycle of execution is modeled. Each stage evolves in that cycle according to certain update rules, taking into account the immediate and delayed signals. The internal state of the stage is updated, and signals may be generated. The update is performed in the following order: SST, EX, IB, IED, IC2, IC1, bus unit, and IAG. This way, all the dependencies of immediate signals are obeyed.
The implementation very closely follows the formal model, with state and updates of the different stages.

The output of the pipeline analysis is the number of cycles a basic block takes to execute, for each context. These results are then fed into the path analysis to obtain the WCET for the whole program.

4.3 Experiments

The prototype system for the Motorola ColdFire MCF 5307 processor was tested with a specific hard real-time benchmark which has been developed and provided by AIRBUS. This benchmark is designed in a way to resemble "real" avionics software. It basically consists of an infinite loop that reacts onto external events by triggering one of 12 independent tasks. Each single task has to satisfy restrictive timing constraints.

Since the tasks are independent from each other, each task was extracted from the control software and analyzed separately for our experiments. The original binary in .elf format is about 100kB in size, with the extracted tasks being nearly equal in size.
Value Analysis: Table 2 shows a quality statistics for the value analysis of each task. Memory references are distinguished as read and write accesses. The table shows that the major portion of memory accesses can be resolved exactly. References are classified as *good* if the interval for the start address of the access can be restricted to an area of 16 or less cachelines, which is a range of 256 bytes for the MCF 5307. Nothing can be said about the start address of references classified as *unknown*. The analysis time for a single task is a maximum of 61 seconds with a memory usage of about 25MB (computed on a 1.2GHz Athlon system running RedHat Linux).

Table 2. Results of the value analysis.

<table>
<thead>
<tr>
<th>Task</th>
<th>read accesses [%]</th>
<th>write accesses [%]</th>
<th>unreachable [%]</th>
<th>time [seconds]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exact</td>
<td>good</td>
<td>unknown</td>
<td>exact</td>
</tr>
<tr>
<td>1</td>
<td>93.32</td>
<td>3.69</td>
<td>2.99</td>
<td>94.51</td>
</tr>
<tr>
<td>2</td>
<td>93.42</td>
<td>4.01</td>
<td>2.57</td>
<td>93.39</td>
</tr>
<tr>
<td>3</td>
<td>92.58</td>
<td>4.20</td>
<td>3.22</td>
<td>93.25</td>
</tr>
<tr>
<td>4</td>
<td>90.24</td>
<td>5.61</td>
<td>4.15</td>
<td>91.71</td>
</tr>
<tr>
<td>5</td>
<td>93.79</td>
<td>3.33</td>
<td>2.88</td>
<td>94.61</td>
</tr>
<tr>
<td>6</td>
<td>93.23</td>
<td>4.21</td>
<td>2.56</td>
<td>93.02</td>
</tr>
<tr>
<td>7</td>
<td>92.06</td>
<td>4.63</td>
<td>3.31</td>
<td>93.13</td>
</tr>
<tr>
<td>8</td>
<td>90.87</td>
<td>5.03</td>
<td>4.10</td>
<td>91.97</td>
</tr>
<tr>
<td>9</td>
<td>93.97</td>
<td>3.22</td>
<td>2.81</td>
<td>94.74</td>
</tr>
<tr>
<td>10</td>
<td>92.40</td>
<td>4.72</td>
<td>2.88</td>
<td>92.79</td>
</tr>
<tr>
<td>11</td>
<td>92.16</td>
<td>4.47</td>
<td>3.37</td>
<td>92.98</td>
</tr>
<tr>
<td>12</td>
<td>90.51</td>
<td>5.28</td>
<td>4.21</td>
<td>91.57</td>
</tr>
</tbody>
</table>

Cache and Pipeline Analysis: The combined Cache and Pipeline analysis of the EADS benchmark was analyzed in two memory configurations: the original configuration partitions the memory in cacheable and non-cacheable areas as well as different memory types (DRAM and On-Chip-SRAM). The all-cacheable configuration assumes a simple cacheable DRAM scheme for the whole address space.

Table 3 shows the analysis times for all tasks (computed on a 1.0GHz Athlon running RedHat Linux). The analyzer consumed at most 110MB of memory for every task. The output of the Cache and Pipeline analysis contains the number of cycles for each basic block the number to execute (for each context).

---

5 Note that the percentage values do not refer to pure instructions, but to instruction/context pairs. This increases the weight of instructions in deeply nested loops or recursive functions.
Table 3. Analysis times of the Cache and Pipeline analysis

<table>
<thead>
<tr>
<th>Task</th>
<th>memory configuration</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>original [m:s]</td>
<td>all-cacheable [m:s]</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5:25</td>
<td>8:10</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4:32</td>
<td>6:47</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6:03</td>
<td>8:26</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7:37</td>
<td>10:32</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4:55</td>
<td>7:32</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4:34</td>
<td>6:56</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4:49</td>
<td>8:14</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7:35</td>
<td>10:31</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4:54</td>
<td>7:25</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4:32</td>
<td>6:54</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5:48</td>
<td>8:09</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>7:35</td>
<td>10:26</td>
<td></td>
</tr>
</tbody>
</table>

5 Conclusion

We have given an overview to the methods for cache, pipeline, and path analysis used in the USES approach. We have presented the design of a fully functional prototype to analyze the timing behavior of the Motorola ColdFire 5307 processor and reported our experiences with this tool. The WCET system for the Motorola ColdFire MCF5307 processor has been installed in AIRBUS Toulouse plant. The initial assessment AIRBUS software verification specialists carried out was positive. AIRBUS is currently in the process to decide to use the WCET technology for the timing validation of avionics software (coming soon and future aircraft programs).
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Abstract. Although computers have been employed for decades to control machinery and entire laboratories, the term embedded system has received renewed attention and is about to establish itself as a discipline of its own. We therefore try to identify its characteristics and peculiarities. The most outstanding single item is the role of time. The addition of timing conditions to all other specifications of a system causes real-time programming to appear as a particularly difficult and challenging subject. We ask how the rapidly growing demands can be met, and emphasize that reliability must be guaranteed in view of the potentially disastrous consequences of failures upon the controlled equipment and its environment.

1. Introduction

For decades we have been told that writing a program is easy, and everybody could do it. That may be so. But certainly getting a program to “run” is already somewhat harder. Providing a complete specification of requirements, and then writing a program that meets these specifications is very much harder, not to speak of analytically verifying its correctness. Designing a program that one is willing to publish in good conscience (for others to study, not just “open source”) is even an order of magnitude harder. And writing a program that someone else is willing to adopt and use is almost impossibly hard.

I have used this scale of difficulty for over a decade, and one can readily extend it in many directions. For example, programming concurrent processes presents its own class of new difficulties, particularly if it involves several real processors instead of concurrency simulated by threads. What about real-time programming for embedded systems? Is it also a class of its own? Before we talk about the technical term of embedded system, we need to identify the characteristics that distinguish it from conventional programming and perhaps influence the challenges and difficulties encountered in design.

2. Challenges and Difficulties

As the term suggests, an embedded system is part of a larger whole that typically consists of many components, not just computer modules, but also sensors and
actuators. This implies that many activities occur concurrently, and are to be controlled by the embedded computer system part. This results in a variety of challenges and problems that have no counterpart in conventional programs, neither in commercial data processing nor in scientific computing. Without claim for completeness, let me list a few:

The various ongoing activities imply multiple, concurrent computing processes, and with them the problem of their synchronization for harmonious cooperation in their exchange of data, be it via messages or a common store.

The activities in the system run at a given speed, and thereby impose constraints on the delays with which a computing process must generate reactions and responses. These real-time constraints are requirements unknown in conventional programs, where the only limitation of delay is typically the impatience of a human user. It is indeed one of the great achievements of digital computing that we can abstract from time. The only condition that matters is that the programmed operations are strictly performed in the prescribed sequence, one after the other.

In mechanical systems, economy is more important than it is usually considered by computer programmers. Economy of computing power and of memory are essential, although in a declining degree. The ever growing speed of microprocessors and capacity of memory chips have the negative consequence that careful and economizing design becomes less respected.

An embedded computer system receives its inputs from a variety of sensors of voltage, temperature, pressure, light, acceleration, rotation (gyros), radiation, chemical gases. It delivers its outputs to actuators, lights, signals, current sources, motors, steppers, relays, valves. The challenge for the programmer is to manage various devices outside the digital world through interfaces, that often are subject to stringent real-time constraints, and at the same time inadequately specified.

Recently, a criterion has entered considerations that has hardly played a role in the past: Electrical power consumption. It has been brought into the limelight by battery-powered computers; and many embedded applications belong into this category. To an increasing degree, it is the ratio of computing power over power consumption that is decisive in the selection of a processor. Low power may render cooling equipment unnecessary, thereby reducing overall consumption even further.

The addition of a flexible computer to control mechanical equipment makes it possible to operate this equipment without human intervention. The resulting systems are called intelligent robots. This opens new possibilities to operate them in places where humans would not dare to enter, in hostile environments. This application calls for special properties of hardware components, such as radiation resistance, but also imposes additional requirements on programs, such as a fail-safe strategy.

Finally, this brings us to the topic of reliability, which plays a much heavier role than in pure computing applications. A failure no longer results in a wrong number or a black screen, but in a crash, the loss of very expensive equipment, or even of lives. Programming becomes a serious activity, where personal responsibility cannot be abdicated. Reliability must be a permanent property and have overriding importance.

The consequences of a mistake may affect adversely many people, as the following story will show. It happened in Basel on June 15. Basel is a large railway station connecting systems of Switzerland, Germany and France:

Traffic in Basel’s main railway station collapsed totally on Friday between 9:30 and 11:15. 50 trains and thousands of passengers were afflicted. The reason for this standstill was the failure of a computer system in the main switch controlling station.
All trains were blocked; they could neither enter nor leave the station. The failure occurred in a new computer system that was put in operation only recently. It controls all the switches and signals in the entire railway station.

Four days later, the computers failed for the second time paralyzing traffic completely:

The cause for this disaster remains unclear. Further such break downs therefore cannot be excluded.

Two weeks later, reports said the error had been found. The most illuminating comment was that the two computers had failed to understand each other, also causing the backup computer to clonk out. Reliable sources later said that it was still unclear whether the mistake had actually been identified.

3. Ways to Overcome the Complexity of Real-Time Programming

Indeed, the design of embedded systems appears to be of an overwhelming difficulty. One must wonder how so many successful systems had been designed in the past, considering the often flaky techniques and tools at the engineers’ disposal. Their achievements are truly remarkable. Large embedded systems control gigawatt power stations, huge water dams, atomic reactors, they guide high-speed trains, aircraft and missiles. “Large” here means megabytes of code and millions of lines of program text. One wonders how it was at all possible to build systems of such a staggering complexity, when it seems utterly impossible to guarantee their reliability and one is content with a reasonably low probability of failure. This state of affairs is well-known in other fields of engineering, where, however, this rest of uncertainty originates in mechanical and physical properties of materials. In software, dealing with abstract artifacts that do not wear out, we should strive to do better.

To master complexity is evidently the name of the game. Therefore, a large effort has recently gone into studying the foundations of programming and into establishing a theory. With a solid theory about the subject, so the theory goes, we will be able to develop programs within a framework and with tools that control the process to the effect that mistakes will become, if not eliminated, then at least rare. An axiomatic theory and a discipline of programming have been created, automated tools, themselves of a staggering complexity have been built, and text books have been written about program verification and programming with inherent correctness proofs. These efforts deserve praise, but they have hardly begun to take the added problems of real-time programming into account. If one considers the very limited degree in which these theories are being practiced, severe doubts appear as to their effectiveness in the world of computing at large. Surely ambitions and expectations have been scaled down.

How do most people learn to program? By learning rules of a language and then writing. This is in contrast to learning how to compose prose. There we first read and read again before testing our own writing talent. Our compositions are scrutinized by the teacher, correcting our spelling mistakes and gradually improving our style by making suggestions. In programming, our compositions are rarely scrutinized by a teacher; our teacher is the computer telling us whether or not “it runs”. And sometimes it runs without being correct, and sometimes it fails in spite of appearing correct. Inspecting programs is an unappealing business, and the more intricate and
inscrutable a writing is, the less is it in danger of being inspected. As a teacher I have seen some orderly and much disorderly code. But every time I looked at a larger “piece of code” (notice the term code, implying some secrecy), I discovered that much of its intricacy did not stem from the problem to be solved, but from poor mastery of the art of programming. In other words, much of the complexity is home-made. Every time it was possible to achieve the same goal in a simpler, often much simpler way, by factors of 2 to 10. This is staggering!

The truth remains that for good programming talent is required. Complicated theories and overly complex tools are not enough. In fact, sometimes they even foster bad style and add complexity. They seduce the programmer into the belief that he can easily abdicate responsibility to the tools, and the tools will guarantee proper form and style. This is no crusade against sound theoretical foundations and honest tools, but the best, in my experience, is the rule to combat complexity like the devil.

4. An Example of Reducing Complexity

Let me tell you about one of my recent encounters with that ubiquitous devil. I am interested since my youth in flying objects. Six years ago, I heard about a project with the aim of constructing a model helicopter for autonomous flight, controlled by an on-board computer [1]. As a layman, I was surprised that this was not standard practice in every helicopter. But actually this is not so, and in fact controlling a model helicopter is harder than a big craft, because the latter’s big rotor has a much larger moment of inertia, leaving more time for corrections. Nevertheless, occasionally helicopters crash due to pilot errors in difficult situations. Hence, a computer-based stabilization system might be handy.

Our model, with a rotor diameter of 180 cm, was equipped with two commercial computer boards, each with an Intel 486 processor and an 8 Mbytes store. The software was based on a commercial real-time operating system, chosen because of the many concurrent processes to be managed. The resulting machinery with computer boards, inertial guidance system with gyros, servos, compass, telemetry and, last but not least, batteries weighed some 20 kg, and consumed some 20W. It did not take me long to believe that a simpler system could be designed, the software being only part of the simplification.

The first decision was to build an entirely new system on a single board. As processor I chose a Strong ARM (DEC 1035), a RISC architecture delivering the computing power of (at least) the two Intel 486s with a power consumption of little more than 1W. The next decision was to eliminate the RT-OS, as it seemed possible to do essentially without concurrent processes in the form of threads. The third decision was to program the entire software in Oberon [2], which is very suitable for “programming close to the hardware”. This implied, however, to first build an Oberon compiler for the Strong ARM. This turned out to be easy (1 man month) because much could be taken over from existing compilers [3], and provided the invaluable advantage to add SA-specific inline procedures for handling processor initialization and device interfaces. In order to slightly simplify the task of compiler construction, a few features of Oberon were omitted, and a few new ones were added (see Appendix).
The task of the helicopter controller is essentially to sample sensors (accelerometers and gyros), compute new values for power, pitch, roll, and yaw, and output the computed values to the respective servos. This can be done in a single loop which is triggered in equal time intervals, in this case every 20ms. Because for every new group of outputs 4 preceding groups of inputs are required as arguments, the inputs are buffered. Input and output interfaces were implemented by two PLDs, converting the PWM signals to binary (8-bit) values and vice-versa. They could be considerably simplified by converting the (up to) 8 signals sequentially. As a consequence, the interrupt time slice was chosen as 2ms, and a counter is incremented to identify the signals being input and output.

As a result, the time critical operations are kept in a single interrupt handler, triggered by a clock generated in one of the PLDs. This routine is, and must be, very short. It reads a single byte from the input PLD and deposits it in the input buffer, and it picks a single byte from the output buffer and feeds it to the output PLD. The “main program” is a single loop (after initialization), at one point waiting for the next change of the counter. In this loop, four value sets are taken from the input buffer, and a new output set is computed. All that had to be done concerning real-time constraint was to measure the time needed for this computation. Fortunately it turned out to be less than half of the 20ms time slice.

5. Some Conclusions

Certainly, this example may be called academic, because it is simple, or rather turned out to be simple. I am fully aware that different criteria apply in other cases, and that “real-world” systems “out there” are much more intricate. Yet, this example does show that drastic simplifications are possible – even in simple cases! With the addition of further input sources such as a compass and a GPS, for example, affairs become more complicated, because those inputs cannot simply be sampled, but arrive at unpredictable intervals. Hence, the temptation to introduce threads (and a system handling them) arises, and even may turn out to be justified.

However, one must be aware of the consequences. Task switching becomes hidden, and it becomes impossible to guarantee real-time constraints. It may all be very well, as long as processing power is available in excess, i.e. if the processor idles most of the time. But “throwing in resources in abundance” is not sound engineering practice, even if it appears to be cheap.

If we are to design reliable real-time systems, we must demand precise specifications, and then be able to guarantee that the computing time required between specified events is shorter than their interval of occurrence. This implies the availability of tools (compilers) that provide data about the time required to execute certain sequences of statements. Such tools are hardly available to my knowledge. Instead, “break-points” are inserted in the program, and a tool is used to measure the time consumed. But this is like program testing vs. analytic verification: The result applies only to the specific test case, but not in general. The practical idea is that the test case is sufficiently “representative”, and a safety factor is thrown in, in case of doubt.
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The dubiousness of this practice is compounded by two circumstances: If interrupts are involved, the interrupt handler steals time from the interrupted process (thread). If neither place nor duration of the interrupt are known, the effect on time bounds of the interrupted process may be considerable, and the worst case condition taken for analysis may be so much bigger than the “normal” case that the temptation to ignore the (very rare) worst case may be large.

Modern processors commonly use on-chip cache memories and pipelining, resulting in rather unpredictable performance variations. The time for an instruction sequence cannot be taken as the sum of the time of the individual instructions. Yet, the real-time program must reliably handle the worst case, which may be 10 or more times slower than the average case. Temptations to ignore that ugly worst case loom large.

Not even sophisticated analytical tools help to overcome these intrinsic difficulties with machinery displaying a stochastic behavior. As a consequence, we recommend the following two rules of thumb for the real-time programmer:

Refrain from using interrupts. If interrupts cannot be excluded, make sure that the time consumed by interrupt handlers is orders of magnitude shorter than any specified real-time condition. Handlers must be free of loops (with an unknown number of repetitions).

Be skeptical about sophisticated processors with caches and pipelines. Test your programs with caches turned off. (I am afraid this implies that the caches may just as well be left out anyway). Digital signal processors (DSP) typically do not feature caches, and are therefore to be preferred.

What renders the seemingly hopeless situation less desperate is the fact that in most cases the real-time constraints are weak; they are specified in seconds (or hundreds of milliseconds), while the processor executes millions of instructions per second, implying that real-time constraint can almost be ignored. However, in the case where several interrupt sources must be handled, it might be wise to employ an individual processor for each of them. After all, silicon is now cheap, and system reliability is dear. We should remember that interrupts were originally introduced to spare the use of separate, expensive processors for events that rarely occur and then take a negligible amount of time for a very simple, straight-forward action.

We might note that in the case of embedded systems the requirements concerned with time are in addition to all other correctness specifications. Could it therefore be possible to separate the two categories? Separation of concerns has always been a useful design principles. Hence, the appearance of a formalism (language) allowing real-time constraints to be considered and checked separately, perhaps by separate software tools, would mark a desirable step ahead.

Here we are concerned with systems containing computers embedded as crucial parts of a larger whole. The consequence is that the designer of the computer section must understand the whole, or at least be able to rely on complete and precise specifications of the interfaces between the rest and the computer. Often these interfaces are themselves unnecessarily complex (particularly if they comply with established standards!), giving rise to misunderstandings and mistakes. A second corollary of embeddedness is that failures of the whole may be due to other than computer malfunction, requiring much wider horizons in the search for errors. The designer of embedded systems should be a mechanical, electrical, and software engineer all in one. In our helicopter example, mechanical oscillations and resonances, loosening contacts, over sensitivity of sensors to vibrations, electrical
noise of the combustion engine, or mechanical fatigue of the exhaust muffler caused failures in spite of correctly functioning software, where crashes could be avoided only by an immediate fall back to the remote pilot, acting as a human reset button. In many applications no such easy solution exists. The Pathfinder vehicle landing on Mars comes to mind.

The major difference between “regular” and “embedded” systems programming, however, lies not so much in the compounded difficulties of the latter, but rather in the more stringent reliability expectations. If a system crashes, it may be fatal. It is as if every mistake may force you to restart construction from scratch, to step back to square zero. This increased awareness of consequences of malfunction and of our responsibility should make us doubly anxious to look for simple (not simplicistic!) solutions, and at the same time triply skeptical towards black boxes that we do not fully understand but nevertheless have to assume responsibility. I also warn against an exaggerated reliance on sophisticated development tools. Although they may be helpful, they cannot be a substitute for detailed understanding. I have witnessed cases where the mastery of the toolbox took a greater effort than the solution of the problem at hand, thereby diverting attention from the essence.

In our programming plight, we rightly expect to receive support from programming languages and their compilers. But even at run-time we are used to rely on checks detecting mistakes such as indices out of array bounds, arithmetic overflow, and other rare cases. When relying on such implicit checks, we are in a state of sin, because they detect mistakes that should have been avoided a priori by proper design. In the case of embedded systems, this becomes manifest by our uncertainty of the actions to be taken in the case of failure. For instance, in the case of the model helicopter, what should be done in the case of an array bound violation, what in the case of an arithmetic overflow? There is no reset button!

In summary, I do not only plead for avoiding complexity in program design, but also in the tools used. The more difficult the problem at hand, the more we must strive for reasonably simple solutions. They must never exceed our mental abilities to understand them fully. And the simpler the theories and tools employed, the more perspicuous are the engineer’s designs, and the more realistically can he take responsibility for a design. Past achievements of clever engineers have been wonderful; think only of the automated flights of satellites around the earth, to the moon and past planets. But the fight against mistakes and the overestimation of our infallibility will last for ever. It must not keep us from trying hard to do better.
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Abstract. Systems-on-chips (SoCs) up the stakes in embedded software in several dimensions. Not only do they allow us to integrate more software on a single chip, they also allow us to implement new types of systems, such as multiprocessor algorithms and networked systems-on-chips. The software for these SoCs must not only meet the traditional requirements of software but must also meet more hardware-like properties such as timing, power consumption, and size. Video provides an excellent example of advanced embedded software for SoCs. This paper uses a smart camera being designed at Princeton University to illustrate how a hierarchy of abstractions can be used in embedded software system design.

1 Introduction

Moore’s Law developments in VLSI manufacturing technology have brought us to an inflection point in VLSI system design: systems-on-chips (SoCs). A system-on-chip includes all the components necessary to make a complete system: processing, I/O, and memory. SoCs vastly increase the stakes for embedded software design in several ways. First, SoCs allow us to put much more software on a single chip. Second, many SoCs will be networked, changing the embedded programmer’s job from designing an island of isolated software to building a system that can function within a complex network.

In order to solve embedded software design problems for SoCs, we need to take an expansive view of software. Software traditionally tries to provide a simple, uniform model of computation to the programmer. In designing an embedded system from algorithms through silicon, we need to work through a series of computational models, each closer to the implementation. As we add detail, we get more accurate information by applying more sophisticated and expensive analysis methods. We use this information to optimize the embedded software for the performance, power, and size goals that are so important in embedded system design.

This paper uses a video system being designed at Princeton University to illustrate some techniques for embedded video software design in particular and embedded software design in general. Video is an aggressive application that shows off some important aspects of embedded software: real-time operation, streaming data, and complex algorithms.

The next section outlines trends in consumer electronics that influence the nature of embedded software. Section 3 describes a smart camera system we are designing at Princeton University, which we will use as an example to illustrate the design of
embedded software for video systems-on-chips. Section 4 looks at why we need multiple levels of abstraction in embedded software design and what sorts of information those abstractions should provide. Section 5 goes into more detail about the levels of abstractions we are using to design our smart camera system.

### 2 Trends in Consumer Electronics

Systems-on-chips enable new types of products for two major reasons. First, increasing levels of integration drive down product costs as boards are shrunk onto chips. Because the non-recurring engineering costs for SoCs are relatively high ($250,000 for masks today and increasing), these chips must be used in high volume to be viable. Second, intra-chip communication requires much less power than does chip-to-chip communication. As a result, SoCs enable a wide variety of low-power, battery-operated devices.

We need to rethink both hardware and software architectures for systems-on-chips. The high levels of integration encourage us to use multiprocessors to implement sophisticated algorithms on a single chip. Because integrated circuits present very different design constraints than do boards, architectures that are directly mapped from boards may not be as effective as architectures designed specifically for SoCs.

An obvious result of increasing levels of integration is more sophisticated applications. Products are becoming much more complex along all axes: more complex algorithms, fancier user interfaces, networking. The growing sophistication of applications shipped on chips in consumer devices is one of the principal factors that will influence the development of embedded software.

**Streaming data** is a defining characteristic of next-generation consumer products that affects both software and hardware architectures. Streaming data arrives and must be processed at regular intervals. Telephony, audio, and video systems all process streaming data. Streaming data imposes hard real-time requirements at very low levels of abstraction in the embedded software design. As a result, streaming data must be taken into account throughout the software architecture.

An increasing number of consumer products include **file systems**. MP3 players and digital video recorders both use file systems to organize content for recording and playback. Personal MP3 players tend to use flash memory and customized file systems. Digital video recorders such as Tivo and Replay compliant boxes generally use magnetic disks and rely on Linux to implement the more general-purpose aspects of their systems. Media players are similar to cell phones in that they must both implement streaming and non-streaming functions.

Future consumer products will also increasingly rely on **networking**. The 802.11 wireless network standard has enabled a new generation of easy local area networking for PCs. These standards will soon find their way into other products, such as cameras. Networked systems built from multiple SoCs plays to the VLSI economic model. When a single system requires many identical chips, the non-recurring cost burden for the SoC can be spread across many chips but fewer systems.
Adding networking functionality and local storage will push more and more consumer appliances to operate in distributed mode. Despite having local storage for cost and access time reasons, consumers will want to be able to get their data from wherever they happen to be. Just as computers moved from attached storage to local area storage to wide-area access to storage, consumer appliances will generally move toward broader, seamless access to data.

3 Application: Smart Cameras

We are developing at Princeton University a smart camera system [1,2] that illustrates many of the trends described in the last section. Our smart camera system leverages advances in VLSI technology to build a relatively inexpensive system that relies on sophisticated software to provide complex functionality.

A smart camera processes image information in order to provide the user with a more abstract view of the scene and to allow advanced services. Several groups have developed smart camera systems [3,4,5,6]; our system is designed to leverage the advantages of multiprocessor SoCs and complex embedded software. The smart camera blurs the distinction between image and video processing, since some image-oriented results may be derived from several frames. For example, a smart camera can process multiple frames to determine when to take a picture that results in a single image. Early vision is especially well-suited to two types of tasks: focus-of-attention to select subjects for further study; and early classification using multiple views to select the best still images to submit to detailed image understanding.

Our development platform for real-time smart camera algorithms is PC-hosted. We use two Trimedia evaluation boards that can be used either as a single multiprocessor or as separate processors for two cameras. The Trimedia processor is a five-issue VLIW processor optimized for video applications.

Our first stage system, developed by Ozer and Wolf, classifies human activity from a single camera. Human activity classification analyzes the video stream to determine when a person is present and the pose—walking, running, sitting, etc.—of that person in each frame. The methodology, developed by Ozer, Wolf, and Akansu [8,9], is summarized in Figure 1. We use information from both compressed and uncompressed frames. Full compression is not strictly necessary, but MPEG-style compression generates two results, discrete cosine transform (DCT) analysis of blocks of pixels and motion vectors, that are useful in video analysis. The results of all these steps are used to first build a graph that describes regions in the components and then to match that graph against a library of graphs that represent known poses.

Figure 2 shows the results of several of the early steps in this process. The initial frame is first classified by color to form rough regions. Edges are extracted from these regions using contour following algorithms. The edges are then fitted to superellipses that describe the size and shape of the regions. The figure does not illustrate the final graph-matching stage of the algorithm that determines the pose of the human figure in each frame. The superellipses that describe the various regions in a frame. A labeled graph describes the relationships between the superellipses. A library of graphs describes possible poses. A graph matching algorithm compares the graph structure and labels to determine the pose that best fits the current configuration. (The same
methodology can be applied to non-human activity detection by changing the graph library and other modest changes to low-level classification algorithms.)

Our next stage, currently under development, fuses data from several cameras. Data fusion is helpful in several ways. First, it can be used to determine which camera has the best view of the subject for further analysis. Rather than use mechanical zooming and panning to provide an adequate view, we can deploy more cameras and use algorithms to select. Second, we can build a more complete model of the scene that avoids occlusions that will inevitably occur from any single camera view. Third, we can synthesize an abstract model of the scene much more easily and completely than is possible from a single-camera view.

The multiple camera system clearly relies on networking. Since we want to use the same smart camera chip for several different applications running several different algorithms, we need flexibility in both the node software architecture and in the networking architecture. For example, some algorithms may require distributed processing while others may require client/server processing. The system is cheapest and most powerful when the same software and hardware can be used in both modes.
We are also starting work on a VLSI architecture for the smart camera. In order to create a useful, implementable system, we must architect both the software and hardware of the smart camera chip simultaneously.

![Diagram of steps in human activity classification]

*Fig. 2. Steps in human activity classification*

### 4 Levels of Abstraction and Models of Computation

Traditionally, software engineering theory and practice has been plagued by a relatively flat space of abstractions that are put in use to build systems. Compilers have allowed software designers to very successfully abstract away the CPU’s instructions but fewer useful abstractions are available at higher levels. In building embedded systems in general and video systems in particular, we must take advantage of a richer range of abstractions as we refine the design. Abstractions are necessary to allow us to meet deadlines and to control power consumption; they are also necessary to take advantage of the heterogeneous architectures often found in embedded systems.

Abstractions that we use must be able to provide sufficient accuracy for the level of detail required at that level. They must also be able to provide those estimates with a reasonable amount of effort. At early stages in the design, accurate estimates of performance, power, etc. are generally not possible because we do not have enough information about the implementation. However, even modestly accurate estimates allow us to make basic architectural decisions. As we refine the design, we expect more accurate values for our design metrics. We are also willing and able to expend
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more effort to obtain those estimates. Estimation also becomes more tractable as we add implementation and reduce the search space.

Embedded software design resembles a hybrid between traditional software and hardware [10]. On the one hand, embedded software must be designed to meet criteria that are standard in hardware but rare in the mainframe software world: timing [11], power consumption [12,13], memory space. On the other hand, embedded software must also, in many cases, be designed to be as maintainable as traditional software since it will be used across many product generations. It must also meet concerns such as safety [14] that are most thoroughly addressed by software engineering techniques. As a result, embedded software tools increasingly resemble a cross of traditional software and hardware tools. Embedded software tool users are more willing to wait for expensive algorithms to terminate, so long as those algorithms provide satisfactory results. Embedded software tools also must take more specific directives. Software compilers generally use optimizations that provide a reasonable result on a typical spectrum of cases. Hardware CAD tools, in contrast, are able to accept and operate on specific goals, such as the timing on a given path.

5 Design Methodology

The design methodology we are following in creating the smart camera system illustrates the role of abstractions in embedded software design.

Our algorithms were developed using Matlab running on workstations. This provided a powerful, flexible, and also non-real-time development environment. Matlab is a powerful development environment for signal processing precisely because it presents a simple programming model that does not reflect the architecture on which the software will ultimately be written. Matlab provides a library-rich environment that is sequential at the function level but may hide parallelism at lower levels. The uniform memory space provides easy access to all data.

In retrospect, given our experience with a real-time video processing platform, we believe that real-time results are very important to the rapid development of video processing systems. Although current real-time video processors must be programmed in C, providing a somewhat lower level of abstraction than Matlab, the ability to see your results in real time allows one to judge algorithms much more quickly.

After developing the algorithms, we moved them directly onto the Trimedia platform. We first implemented all the algorithms, including graph matching, directly on a single Trimedia processor. The system was functionally pipeline, with each function in the Matlab code implemented by an equivalent C function. Translating the system to C was relatively straightforward using evaluation system software as an example. Our first implementation of the algorithms were straightforward and did not take into account Trimedia-specific library calls or instructions. We used this as a starting point for a more complex architecture that might include multiple Trimedias and/or use of the PC host.

At this point, we could start to profile the programs to determine where cycles were consumed. This was the first step in adapting the algorithms to the underlying architecture and determining the details of that architecture. But at this point in the design, the most important use of profiling is to make microscopic optimizations,
such as tuning code to run on the processor. It also provides valuable information for macroscopic information, such as the number of processors and the amount of data transferred. Figure 3 shows measured CPU times as a function of frame for two steps, skin detection and contour following. Contour following runs about three times slower than skin detection. Both steps show significant frame-to-frame variations in computation time. This information, even though it is derived from unoptimized code, provides valuable help in determining an initial architecture for the system.

Fig. 3. CPU times for skin detection and contour following
As we continue to design the VLSI architecture of the smart camera, we expect to make use of, among others, several abstractions for embedded software design developed in our group over the past few years.

Our initial architectural experiments show that the system will have multiple processes running on a CPU, controlled by a real-time operating system (RTOS) due to the run-time variations within and between processes. As a result, we need to analyze the effect of the cache on program performance in the multiprogramming system. Li and Wolf [15] developed a process-level model for caches. The model treats each process as an atomic unit or as a small collection of units, not as a set of cache lines. During construction of a system schedule or a simulation of that schedule, algorithms can compute the occupancy of the cache at each step. A schedule synthesis algorithm uses one of two execution time values for each process: a longer worst-case time if it is not in the cache at the start of its next occupied time quantum or a shorter average-case time if it is in the cache. (A best-case ideal cache value is also used to bound the set of feasible schedules.) This process-level cache model allows us to much more accurately predict the execution times for cached systems at a very reasonable computational cost.

At later stages in the design, we must verify our assumptions about the processes. Process-level design typically assumes that context switching and interrupts introduce no overhead. As the system becomes more and more heavily loaded, this assumption becomes less and less tenable. Rhodes and Wolf [16] developed a simulation-based design method that accurately models preemption and interrupt effects. This model is more computationally expensive than the process-level cache model, but it also provides more accurate values. Experimental results show that high-utilization systems require this level of modeling to ensure that they do not fail in the field.

After developing a process structure, we need to refine the programs themselves. Streaming data is prevalent in video and other media processing applications. Loop transformations are very useful in optimizing streaming data systems. Loop transformations provide information about the order and partitioning of data accesses without requiring instruction-level modeling. Lin and Wolf [17] used loop transformations to develop an algorithm for designing custom interleaved memory systems for embedded computing systems. This algorithm first transforms the program’s loops to provide the amount of parallelism required to meet the system’s performance requirements; it then synthesizes a parallel memory system to match the software design.

We also need to refine the programs at the instruction level. This requires detailed profiling of the program, experimentation with compiler options, and possible hand assembly coding. Fritts and Wolf [18] profiled a series of media processing programs. Programming in a high-level language is much more productive and maintainable than assembly-language programming, but is possible only if the compiler generates satisfactory code. Embedded system programmers spend a lot of time selecting compilers and compiler options to get the compiler to produce the code they want in critical sections of the program. Because today’s compilers provide a one-size-fits-all optimization strategy, it is often necessary to restructure the code around optimization units—sections of the program that must be optimized differently must be put in different compilation modules.
6 Conclusions

Embedded software design methodologies are a hybrid of traditional software and hardware design methodologies. Embedded software must be designed to meet hardware-like performance, power, and size constraints as well as software-like maintainability standards. One implication of the nature of embedded software design is that it requires more levels of abstraction than are typically used in mainframe software design. The levels of abstraction are used to manage the design, check assumptions, and incrementally make design decisions in a top-down fashion. Video provides a good example of the use of such techniques because of its high performance requirements and complex algorithms. We believe that more embedded software abstractions and evaluation methods, such as network-oriented models, are necessary to meet the challenges introduced by embedded software for systems-on-chips.
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